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Abstract

Several kinds of behaviors of extended-real-valued lower semicontinuous functions are known to be
equivalent to certain appropriate conditions in terms of the Clarke subdifferential. The paper provides a
systematic study showing that anysuch condition with the Clarke subdifferential is valid if and only if it
holds with any operator representing the Clarke subdifferential like in the subdifferential proximal formula.
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1. Introduction

After the first finite dimensional proximal normal formula appeared in the paper [8] published
by Clarke, the systematic study of this and the first proximal subdifferential formula for lower
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semicontinuous (lsc) functions began with the paper [37] of Rockafellar. For a lsc function
f : R

p → R ∪ {+∞}, Rockafellar introduced the concept of a proximal subgradient and
defined the set∂P f (x) of all proximal subgradients off at x as the proximal subdifferential.
He then investigated the limiting proximal subdifferential∂ L

P f (x) and the singular limiting

proximal subdifferential∂ L ,∞
P f (x). A vectorζ is declared in [37] to be alimiting (resp. a singular

limiting) proximal subgradient off at x provided there existxk → x with f (xk) → f (x)
and ζk ∈ ∂P f (xk) suchthat ζk → ζ (resp.αkζk → ζ for someαk → 0+). The proximal
subdifferential formula in [37] states that the Clarke subdifferential∂C f (x) (the lsc functionf
being finite atx) is related to the proximal subgradients by the equality

∂C f (x) = co[∂ L
P f (x)+ ∂

L ,∞
P f (x)]. (1.1)

Several applications of that formula for the study of the behavior of the Clarke subdifferential
of optimal value functionsm(x) = infy∈Rp ϕ(x, y) illustrate in [38] and [39] the effectiveness
of the formula. The general approach in [39] not only yields useful calculus rules for the Clarke
subdifferential but it also implicitly clearly contains rich calculus rules for the limiting proximal
subdifferential. As is known, the limiting (resp. singular limiting) proximal subdifferential of f
coincides inR

p with the limiting (resp. singular limiting) Fr´echet subdifferential off (defined
as above with the use of the Fr´echet subdifferential∂F f in placeof the proximal one∂P f ).
Thus, the paper [39] contains other proofs of calculus rules established earlier by Mordukhovich
[27] for the limiting Fréchet subdifferential (see also [21] and [28]). For otherinteresting proofs
of calculus rules for the Mordukhovich subdifferential, we refer the reader to [18] whereIoffe
integrates the use of Dini subgradients. Calculus rules with general abstract subdifferentials are
contained in Jules [20] and references therein, and equivalences between some subdifferential
calculus rules and some multidirectional mean value properties appeared in Lassonde [22]
and references therein. Any formula of the type(1.1) is what we call in the present paper a
subdifferential representation formula.

The extension of formula(1.1) to reflexive Banach spaces was achieved by Borwein and
Strowjas in [7] and by Loewen in [25]. Borwein and Strojwas in their paper [7] carried out
a thorough study of formula(1.1) for closed subsets of reflexive Banach spaces, that is, the
case where the indicator function of the closed subsetS is considered in place off . Hence, the
corresponding normal proximal formula takes the form

NC(S; x) = co NL
P(S; x), (1.2)

whereNC(S; .) and NL
P(S; .) denote theClarke normal cone and the limiting proximal normal

cone, respectively. Borwein and Strojwas showed in [6] and [7] how many important properties of
the geometry of closed sets in Banach spaces are strongly related to such normal representations.
We can cite the following examples: the Bishop–Phelps property [4] concerning the density in
the boundary ofC of support points of closed convex setsC in Banach spaces, and the Lau
theorem [24] relating to the existence of nearest points to nonconvex closed sets of reflexive
Banach spaces. Formulae of types(1.1)and(1.2)with the Fréchet subdifferential in place of the
proximal subdifferential have been established in Banach spaces admitting equivalent Fr´echet
differentiable (away from the origin) norms by Treiman in [50] where applicationsare also
provided. As other important papers containing strong results on the subject in the infinite
dimensional setting, we cite the papers [5] by Borweinand Giles, [19] by Ioffe, and the paper
[29] of Mordukhovich and Shao, where related results in the Asplund space context can be found.
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Note that [29] provides a detailed and complete analysis of several subdifferential properties of
nonsmooth functions over Asplund spaces.

During the last decade, the study of several kinds of behaviors of the lsc function began,
related to the Clarke subdifferential properties. The question concerns the identification of
properties of the Clarke subdifferential that characterize the behavior of the function in which
one is interested. The first significant result in this line was provided by Poliquin in [33] where
he proved that a lsc functionf : R

p → R ∪ {+∞} is convex if and only if its Clarke
subdifferential (or proximal subdifferential) is a set-valued monotone operator. This result has
been extended to Banach spaces for the Clarke subdifferential and some presubdifferentials by
Correa et al. in [12], [13], and [14]. Since Poliquin’s paper, interest in other kinds of behavior
such as quasiconvexity, the Lipschitzian property, the Lipschitzian property up to a lsc convex
function, the directionally Lipschitzian property, the decreasing property with respect to a convex
cone, generalized convexity, approximate convexity, and bivariate behavior emerged in various
papers such as [1,2,10,15–17,26,32,45,47–49], and some of their respective references. Another
important behavior that garnered attention appeared in conjunction with the concept of primal
lower nice (pln) functions. This class of functions appeared in the paper [34] by Poliquin. In
[34], the author established the interest of this class of functions by providing several interesting
applications. He then established the subdifferential characterization of such functions (defined
on R

p) with the Clarke and the proximal subdifferentials. This characterization has been shown
to hold in any Hilbert spaceas proved by Levy et al. [23]. All the characterizations of the
different aforementioned behaviors have also been studied by many other authors for several
subdifferentials. All the subdifferentials involved have as a common point that the Zagrodny
mean value theorem (see [51]) is valid for everyone (see [44]) in the appropriate space. The
objective of the present paper is to show in adirect waythat any such characterization with the
Clarke subdifferential is valid if and only if this holds with any other operatorδ f for which the
representation formula(1.1)is true withδL f andδL∞ f in place of∂ L

P f and∂ L ,∞
P f , respectively.

The paper is organized as follows. InSection 2, we consider the subdifferential representation
formula(1.1) with an operatorδ f and we establish the equivalence of the monotonicity (resp.
quasimonotonicity, hypomonotonicity and submonotonicity) of∂C f with that ofδ f . A concept
of asymptotic operator is associated inSection 3with any set-valued operator between a Banach
space and its topological dual space. This concept allows us to study, for∂C f and δ f , the
equivalence of subdifferential criteria characterizing several properties of nonsmooth functions
such as: the Lipschitzian property, the directionally Lipschitzian property, the decreasing
property with respect to a convex cone and with respect to some functiong that is either convex
on a Banach space or pln on a Hilbert space. The case where the functiong is convexly composite
is studied in the last section.

2. Representation formula and various concepts of monotonicity

Let X be a real Banach space,X∗ be its topological dual, andf : X −→ R ∪ {+∞} be a
lsc function with which we associate a set-valued operatorδ f : X ⇒ X∗, which isempty valued
at any point wheref is not finite. We define the two set-valued operatorsδL f : X ⇒ X∗ and
δL∞ f : X ⇒ X∗ by

δL f (x) := {x∗ ∈ X∗ : there existxk → f x, x∗
k ∈ δ f (xk) suchthatx∗

k
∗
⇀ x∗}

δL∞ f (x) := {x∗ ∈ X∗ : there existαk → 0+, xk → f x, x∗
k ∈ δ f (xk)

suchthat αkx∗
k

∗
⇀ x∗},
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wherexk → f x means that the sequencexk norm-converges tox together with f (xk) → f (x)

and “
∗
⇀” denotes thew∗ convergence inX∗. TheoperatorδL f is the limiting operator associated

with δ f andδL∞ f is the singular limiting operator. It is easily seen thatδ f ⊂ δL f and for any
x ∈ DomδL∞ := {x ∈ X : δL∞(x) �= ∅} the setδL∞(x) is a cone containing 0. Further, the
inclusion DomδL ⊂ DomδL∞ also holds.

Definition 2.1. Given a lsc functionf : X −→ R ∪ {+∞}, we will say that the set-valued
operatorδ f : X ⇒ X∗ with δ f (·) ⊂ ∂C f (·) satisfies therepresentation formulain an open
subsetU of X if there exist two operatorsδΛ f , δΛ∞ f with

δΛ f (x) ⊂ δL f (x) ∀x ∈ U and 0∈ δΛ∞ f (x) ⊂ δL∞ f (x) ∀x ∈ U ∩ DomδL∞ f (2.1)

suchthat

cow
∗
(δΛ f (x)+ δΛ∞ f (x)) = ∂C f (x) for all x ∈ U, (2.2)

where∂C f (x) is the Clarke subdifferential off atx, defined for x ∈ dom f := {y ∈ X : f (y) <
∞} by

∂C f (x) = {x∗ ∈ X∗ : 〈x∗,h〉 ≤ f ↑(x; h) for all h ∈ X}
and∂C f (x) = ∅ for x �∈ dom f . Here

f ↑(x; h) = sup
γ>0

inf
ε>0

sup
x′∈B(x;ε)

| f (x)− f (x′)|<ε
t∈]0,ε[

inf
h′∈B(h;γ )

f (x′ + th′)− f (x′)
t

,

cow
∗
(S) denotes thew∗-closed convex hull of the setS in X∗, andB(z; ε) = {x ∈ X : ‖x−z‖ <

ε}.
When the functionf is locally Lipschitzian aroundx, f ↑(x; ·) reduces to

f ↑(x; h) = lim sup
x′→x
t→0+

f (x′ + th) − f (x′)
t

(2.3)

and in such a case the functionf ↑(·; ·) is upper semicontinuous (see [9]).
Observe that(2.1)and(2.2)entail

U ∩ DomδΛ f = U ∩ Dom∂C f. (2.4)

Example 2.1. Examples of functionsf and operatorsδ f for which(2.2)holds include:

• C1 functions f on any Banach space, the usual derivative as operatorδ f , δΛ f = {∇ f }, and
δΛ∞ f = {0};

• lsc functions f on Asplund spaces, the Fr´echet subdifferential∂F f as operatorδ f , δΛ f =
∂ L

F f the limiting Fréchet subdifferential or the Murdukhovich subdifferential, andδΛ∞ f =
∂

L ,∞
F f the singular limiting Fr´echet subdifferential (see [29,50]);

• lsc functions f on reflexive Banach spaces, the proximal subdifferential∂P f as operatorδ f ,
δΛ f = ∂ L

P f the limiting proximal subdifferential, andδΛ∞ f = ∂
L ,∞
P f the singular limiting

proximal subdifferential (see [7,25]);



868 R.Correa et al. / Nonlinear Analysis 65 (2006) 864–891

• locally Lipschitzian functions on separable Banach spaces, the operatorδ f being given by
δ f (x) = {∇ f (x)} for anyx at which f is Gâteaux differentiable andδ f (x) = ∅ otherwise,
δΛ f (x) = {lim ∇ f (xk) : xk → x} andδΛ∞ f = {0} (see [43]);

• lsc functions f on any Banach space, the operatorδ f as the Clarke subdifferential∂C f ,
δΛ f = ∂C f , andδΛ∞ f (x) = {0} for all x ∈ Dom∂C f .

We will begin with the investigation of the monotonicity of∂C f and δ f under the
subdifferential representation(2.2).

Definition 2.2. A set-valued operatorA : X ⇒ X∗ is calledmonotoneover an open setU if for
all x, y ∈ U ∩ Dom A, where DomA = {x ∈ X : A(x) �= ∅}, one has

〈x∗ − y∗, x − y〉 ≥ 0 for all x∗ ∈ A(x), y∗ ∈ A(y).
The interest of the monotonicity of the Clarke subdifferential (also of several

presubdifferentials; refer to [14]) lies in the fact that it characterizes the convexity of lsc functions
over Banach spaces. The proposition below shows in particular that such a characterization holds
for any operator for which the representation(2.2)is satisfied.

Proposition 2.1. If f : X −→ R ∪ {+∞} is a lsc function such that δ f satisfies the
representation formula(2.2) in U, then the Clarke subdifferential∂C f is monotone in U if and
only if δ f is monotone in the same set.

Proof. Supposeδ f is monotone inU . Let x, y ∈ U ∩ DomδL f , take x∗ ∈ δL f (x) and
y∗ ∈ δL f (y). Then there exist sequencesxk → f x, yk → f y, x∗

k ∈ δ f (xk) and y∗
k ∈ δ f (yk)

suchthat x∗
k

∗
⇀ x∗ and y∗

k
∗
⇀ y∗. For k sufficiently large, sinceδ f is monotone inU , we can

write

〈x∗
k − y∗

k , xk − yk〉 ≥ 0,

and taking the limit overk we obtain the inequality that proves the monotonicity ofδL f in U .
Now, we will show that for allx, y ∈ DomδL∞ f ∩ U andx∗ ∈ δL∞ f (x) one has

〈x∗, x − y〉 ≥ 0,

and therefore we will also have〈−y∗, x−y〉 ≥ 0 for all x, y ∈ DomδL∞ f ∩U , andy∗ ∈ δL∞ f (y).
Hence for all x, y ∈ DomδL∞ f ∩ U we will obtain

〈x∗ − y∗, x − y〉 ≥ 0 for all x∗ ∈ δL∞ f (x) and y∗ ∈ δL∞ f (y),

that is,δL∞ f is monotone inU .
Let x, y ∈ DomδL∞ f ∩ U , x∗ ∈ δL∞ f (x) and y∗ ∈ δL∞ f (y). Then there existαk → 0+,

xk → f x, βn → 0+, yn → f y, x∗
k ∈ δ f (xk) and y∗

n ∈ δ f (yn) such that αkx∗
k

∗
⇀ x∗ and

βny∗
n

∗
⇀ y∗. According to the monotonicity ofδ f , we have fork andn sufficiently large

〈αkx∗
k − αky∗

n, xk − yn〉 ≥ 0,

and taking the limit overk and then overn we obtain〈x∗, x − y〉 ≥ 0.
Therefore, the monotonicity ofδL f and δL∞ f implies that ofδL f + δL∞ f and hence that

of δΛ f + δΛ∞ f ; and we conclude recalling that, if a set-valued operator is monotone, then its
pointwisew∗-closed convex hull is also monotone.

The opposite implication is trivial because of the inclusionδ f (x) ⊂ ∂C f (x) for all
x ∈ U . �
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Similar to the monotonicity, the quasimonotonicity of the Clarke subdifferential of lsc
functions characterizes, on a Banach space, its quasiconvexity (see [1], [16] and [26]).

Let us recall the concept of quasimonotonicity.

Definition 2.3. A set-valued operatorA : X ⇒ X∗ is calledquasimonotoneover an open setU
if, for all x, y ∈ U ∩ DomA, x∗ ∈ A(x), y∗ ∈ A(y), one has

〈x∗, y − x〉 > 0 ⇒ 〈y∗, y − x〉 ≥ 0.

The following proposition establishes that the quasimonotonicity of∂C f is equivalent to that
of δ f , provided(2.2)holds.

Proposition 2.2. Let f : X −→ R∪{+∞} be a lsc function such that the representation formula
(2.2)holds forδ f . Then the Clarke subdifferential∂C f is quasimonotone in U if and only ifδ f
is quasimonotone in the same set.

Proof. Supposeδ f is quasimonotone inU . Let x, y ∈ U ∩ DomδL f , takex∗ ∈ δL f (x) and
y∗ ∈ δL f (y). Then there existxk → f x, yk → f y, x∗

k ∈ δ f (xk) and y∗
k ∈ δ f (yk) suchthat

x∗
k

∗
⇀ x∗ andy∗

k
∗
⇀ y∗. Fork sufficiently large, sinceδ f is quasimonotone inU , we have

〈x∗, y − x〉 > 0 ⇒ 〈x∗
k , yk − xk〉 > 0 ⇒ 〈y∗

k , yk − xk〉 ≥ 0 ⇒ 〈y∗, y − x〉 ≥ 0,

that is,δL f is quasimonotone inU .
We will now show that forx, y ∈ U ∩ Dom(δL f + δL∞ f ) (note that, from the representation

formula, we have the inclusionU ∩ Dom∂C f ⊂ U ∩ Dom(δL f + δL∞ f )), x∗
L ∈ δL f (x),

x∗∞ ∈ δL∞ f (x), y∗
L ∈ δL f (y) andy∗∞ ∈ δL∞ f (y), we have the implication

〈x∗
L , y − x〉 > 0 or 〈x∗∞, y − x〉 > 0 ⇒ 〈y∗

L , y − x〉 ≥ 0 and 〈y∗∞, y − x〉 ≥ 0,

which will imply thatδL f + δL∞ f is quasimonotone inU .
Suppose〈x∗

L, y − x〉 > 0. It is clear that〈y∗
L, y − x〉 ≥ 0 becauseδL f is quasimonotone.

Moreover, there existβk → 0+, yk → f y, y∗
k ∈ δ f (yk) ⊂ δL f (yk) suchthat βky∗

k
∗
⇀ y∗∞

and then for k sufficiently large, we have, because of the quasimonotonicity ofδL f and of the
inclusionδ f ⊂ δL f ,

〈x∗
L , y − x〉 > 0 ⇒ 〈x∗

L , yk − x〉 > 0 ⇒ 〈y∗
k , yk − x〉 ≥ 0 ⇒ 〈βky∗

k , yk − x〉 ≥ 0

⇒ 〈y∗∞, y − x〉 ≥ 0.

Suppose now that〈x∗∞, y − x〉 > 0. Letαk → 0+, xk → f x, x∗
k ∈ δ f (xk) ⊂ δL f (xk) be such

thatαkx∗
k

∗
⇀ x∗∞. Fork which is large enough, sinceδL f is quasimonotone inU , weobtain

〈x∗∞, y − x〉 > 0 ⇒ 〈αkx∗
k , y − xk〉 > 0 ⇒ 〈x∗

k , y − xk〉 > 0 ⇒ 〈y∗
L, y − xk〉 ≥ 0

⇒ 〈y∗
L , y − x〉 ≥ 0,

and from the quasimonotonicity ofδ f in U we have

〈x∗∞, y − x〉 > 0 ⇒ 〈αkx∗
k , yk − xk〉 > 0 ⇒ 〈x∗

k , yk − xk〉 > 0

⇒ 〈y∗
k , yk − xk〉 ≥ 0 ⇒ 〈βky∗

k , yk − xk〉 ≥ 0 ⇒ 〈y∗∞, y − x〉 ≥ 0.

Finally, the fact thatδL f + δL∞ f is quasimonotone inU implies the quasimonotonicity of
δΛ f + δΛ∞ f and then of x �→ cow

∗
(δΛ f (x)+ δΛ∞ f (x)) = ∂C f (x).

The converse implication comes directly from the inclusionδ f (x) ⊂ ∂C f (x) for all
x ∈ U . �
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Several properties of functions which are convex up to a square over a Hilbert space have
been studied by several authors. It can be seen (through Correa–Jofr´e–Thibault [13]) that such
functions correspond to functions with hypomonotone Clarke subdifferentials. InProposition 2.3
below, we will study the relationship between the hypomonotonicity of∂C f and that ofδ f . Let
us begin by clarifying the notion of hypomonotonicity (see [40]).

Definition 2.4. A set-valued operatorA : X ⇒ X∗ is calledhypomonotonein an open setU if
there existsr ≥ 0 such that for all x, y ∈ U ∩ DomA one has

〈x∗ − y∗, x − y〉 ≥ −r ‖x − y‖2 for all x∗ ∈ A(x), y∗ ∈ A(y). (2.5)

Proposition 2.3. Let f : X −→ R ∪ {+∞} be a lsc function such thatδ f verifies the
representation formula(2.2). Then the Clarke subdifferential∂C f is hypomonotone in U if and
only if δ f is hypomonotone in the same set.

Proof. If we supposeδ f is hypomonotone inU , then there exists r ≥ 0 such that for all
x, y ∈ U ∩ Domδ f one has

〈x∗ − y∗, x − y〉 ≥ −r ‖x − y‖2 for all x∗ ∈ δ f (x), y∗ ∈ δ f (y).

Using an argument similar to that used in theproof of Proposition 2.1, we can prove that
δL f is hypomonotone and thatδL∞ f is monotone inU . This will imply the hypomonotonicity of
δL f + δL∞ f ⊃ δΛ f + δΛ∞ f and then that of∂C f .

The converse implication is direct from the inclusionδ f (x) ⊂ ∂C f (x) for all x ∈ U . �

Remark 2.1. WhenX is a Hilbert space, a useful characterization of the hypomonotonicity inU
of a set-valued operatorA is the monotonicity ofA + r I in U , whereI is the identity inX. This
characterization cannot be generalized to a general Banach space by using the dual set-valued
operatorI (x) = {x∗ ∈ X∗ : ‖x‖2 = ‖x∗‖2∗ = 〈x∗, x〉} = ∂C(1/2‖ · ‖2)(x). Nevertheless, ifX
admits an equivalent Gˆateaux differentiable (away from zero) norm (for example, any reflexive
space admits such a renormalization) that we use to define the dual operatorI above, then we
still obtainProposition 2.3provided we replace the definition of hypomonotonicity(2.5)by the
monotonicity ofA + r I . This is a direct consequence of the fact that in such a space,I is single
valuedand norm-weak∗ continuous.

We are going to consider now the concept of submonotonicity of a set-valued operator. This
concept has been thoroughly studied in the papers [2], [15] and [42].

Definition 2.5. A set-valued operatorA : X ⇒ X∗ is calledsubmonotonein an open setU if
for eachx0 ∈ U ∩ DomA andr > 0, there existsε > 0 with B(x0; ε) ⊂ U such that for all
x, y ∈ B(x0; ε) ∩ Dom A one has

〈x∗ − y∗, x − y〉 ≥ −r ‖x − y‖ for all x∗ ∈ A(x), y∗ ∈ A(y).

Proposition 2.4. If f : X −→ R∪{+∞} is a lsc function such thatδ f verifies the representation
formula (2.2), then the Clarke subdifferential∂C f is submonotone in U if and only ifδ f is
submonotone in the same set.

Proof. Let x0 ∈ U andr > 0. From the submonotonicity ofδ f , thereexists ε > 0 such that for
all x, y ∈ B(x0; ε) ∩ U ∩ Domδ f one has

〈x∗ − y∗, x − y〉 ≥ −r ‖x − y‖ for all x∗ ∈ δ f (x), y∗ ∈ δ f (y).
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Using arguments similar to those used in theproof of Proposition 2.1, we can prove thatδL f
is submonotone and thatδL∞ f is monotone inU . This will imply the submonotonicity of
δL f + δL∞ f andδΛ f + δΛ∞ f , and later that of∂C f .

The converse implication is direct from the inclusionδ f (x) ⊂ ∂C f (x) for all x ∈ U . �

An important direct consequence ofPropositions 2.1–2.4concerns the convexity, the
quasiconvexity, the convexity up to a square, and the approximate convexity behavior of
nondifferentiable functions. We recall that a functionf is quasiconvex inan open convex set
U if for all x, y ∈ U andλ ∈ [0,1] one hasf (λx + (1−λ)y) ≤ max{ f (x), f (y)}. The function
f is convex up to a square inU if there existsr > 0 such thatf + r ‖ ·‖2 is convex inU , and f is
approximately convex inU if for all x0 ∈ U andr > 0, there existsε > 0 such that for allx, y ∈
B(x0; ε)∩U andλ ∈ [0,1] one hasf (λx+(1−λ)y) ≤ λ f (x)+(1−λ) f (y)+rλ(1−λ)‖x− y‖
(see [31]).

Corollary 2.1. Let f : X −→ R ∪ {+∞} be a lsc function with dom f �= ∅ and let δ f
satisfy the representation formula(2.2) in an open convex subset U of X. Then, the following
characterizations hold:

(a) f is convex in Uif and only if δ f is monotone in U;
(b) f isquasiconvex in U if and only ifδ f isquasimonotone in U;
(c) when X is a Hilbert space, f is convex up to a square in U if and only ifδ f is hypomonotone

in U;
(d) if f is locally Lipschitzian in U, then f is approximately convex in U if and only ifδ f is

submonotone in the same set.

Proof. (a) is a direct consequence ofProposition 2.1and Theorem 2.4 in [14]. (b) is a direct
consequence ofProposition 2.2and Theorem 4.1 in [1]. From Remark 2.1, (c) is a direct
consequence ofProposition 2.3and Theorem 2.4 in [14] applied to the function f + r ‖ · ‖2.
(d) is a direct consequence ofProposition 2.4and Theorem 2 in [15]. �

3. Representation formula and local behavior of lsc functions

Several characterizations of the decreasing property with respect to a convex cone,
Lipschitzian property, directional Lipschitzian behavior, pln property, etc. of lsc functions are
provided in the literature with the Clarke subdifferential and some presubdifferentials. The
objective of this section is to study similar characterizations with any operatorδ f for which
(2.2)holds. In more general terms, we will examine the equivalence between the corresponding
characterization with the Clarke subdifferential and the similar one withδ f substituting for∂C f .

The next theorem makes use of the concepts of asymptotic operator and closedness of an
operator at a point.

Definition 3.1. For a set-valuedoperatorΓ : X ⇒ X∗, we definethe asymptotic operator
Γ∞ : X ⇒ X∗ of Γ by

Γ∞(x) := {x∗ ∈ X∗ : there exist netsα j → 0+, x j → x andx∗
j ∈ Γ (x j )

suchthat{α j x
∗
j } j is bounded andα j x

∗
j

∗
⇀ x∗}.

Definition 3.2. We say that aset-valued operatorΓ : X ⇒ X∗ isw∗
b − ‖ · ‖ is closed atx ∈ X

if, for any netx j → x and any bounded netx∗
j

∗
⇀ x∗ with x∗

j ∈ Γ (x j ), one hasx∗ ∈ Γ (x).
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We will say thatΓ is locally bounded atx ∈ X if there existsε > 0 such that the image of
B(x; ε) by Γ , given by

⋃
x′∈B(x;ε)Γ (x′), isbounded.

We can now establish the following theorem concerning a general set-valued operatorΓ .
Several choices of this set-valued operator will allow us to derive variousbehaviors of functions.

Theorem 3.1. Let f : X −→ R ∪ {+∞} be a lsc function, D be a subset ofDom(δL) and U
be an open set in X. LetΓ : X ⇒ X∗ be aw∗

b − ‖ · ‖ closed set-valued operator at any point of
U ∩ D and K0 be aw∗-closed convex cone in X∗. Then, the following assertions hold.

(a) If Γ is locally bounded at any point of U∩ D, then wehave the equivalence

δ f (x) ⊂ K 0 + Γ (x) for all x ∈ U ∩ D ⇔ δL f (x)+ δL∞ f (x) ⊂ K 0 + Γ (x)
for all x ∈ U ∩ D. (3.1)

(b) If K 0 andΓ satisfy
(i) Γ∞(x) ∩ −K 0 = {0} for all x ∈ U ∩ D;
(ii) either K0 = {0} or there exists somew∗-compact subset S with0 �∈ S, suchthat

K 0 = R+S;
(iii) Γ (x)+ Γ∞(x) ⊂ Γ (x) for all x ∈ U ∩ D,
then we alsohave the equivalence(3.1).

(c) If in (a) or (b) we assume thatδ f additionallysatisfiesthe representation formula(2.2) in U,
D = Dom(δΛ f ), and thatΓ is convex valued, then we have the equivalence

δ f (x) ⊂ K 0 + Γ (x) for all x ∈ U ⇔ ∂C f (x) ⊂ K 0 + Γ (x)
for all x ∈ U. (3.2)

Proof. (a) The implication⇐ is evident becauseδ f (x) ⊂ δL f (x) + δL∞ f (x) for all x ∈ X. In
order to prove⇒ we first show that the left hand side of(3.1)implies that

δL f (x) ⊂ K 0 + Γ (x) for all x ∈ U ∩ D. (3.3)

Let x ∈ U ∩ D, x∗ ∈ δL f (x), xk → f x andx∗
k ∈ δ f (xk) be such thatx∗

k
∗
⇀ x∗. Then, from the

left hand side of(3.1), x∗
k = a∗

k + b∗
k with a∗

k ∈ K 0 andb∗
k ∈ Γ (xk). Sinceb∗

k is bounded, it has
abounded subnet converging weakly-star to someb∗. SinceΓ isw∗

b − ‖ · ‖ closed atx, we have
thatb∗ ∈ Γ (x) andx∗ − b∗ ∈ K 0. Therefore, we conclude thatx∗ ∈ K 0 + Γ (x).

Let us nowprove that

δL∞ f (x) ⊂ K 0 for all x ∈ U ∩ D. (3.4)

Let x ∈ U ∩ D, x∗ ∈ δL∞ f (x), xk → f x, αk → 0+ andx∗
k ∈ δ f (xk) be such thatαkx∗

k
∗
⇀ x∗.

Thenx∗
k = a∗

k + b∗
k with a∗

k ∈ K 0 andb∗
k ∈ Γ (xk). Sinceb∗

k is bounded, we conclude that

αka∗
k

∗
⇀ x∗ ∈ K 0.

Inclusions(3.3)and(3.4)and the fact thatK 0 is a convex cone prove the result.
(b) As above, the implication⇐ is evident. In order to prove⇒ we first establish the inclusion

(3.3). Let x ∈ U ∩ D, x∗ ∈ δL f (x), xk → f x and x∗
k ∈ δ f (xk) be such thatx∗

k
∗
⇀ x∗.

Then x∗
k = a∗

k + b∗
k with a∗

k ∈ K 0 and b∗
k ∈ Γ (xk). Let us showthat the sequenceak is

bounded. Otherwise it has a subsequence with‖a∗
k(n)‖∗ → +∞, and we define, for eachn,

some real numberλn > 0 ands∗
n ∈ S suchthata∗

k(n) = λns∗
n. As the setS is bounded, one has

λn → +∞ and, according to the weak-star compactness ofS, the bounded sequences∗
n admits

a bounded subnet converging weakly-star to somes∗ ∈ S. Sinces∗
n ∈ K 0, thew∗-closedness
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of K 0 entailss∗ ∈ K 0. On the other hand, through the bounded subnet ofs∗
n converging tos∗

and the boundedness ofx∗
k(n), the equality−s∗

n = λ−1
n b∗

k(n) − λ−1
n x∗

k(n) yields−s∗ ∈ Γ∞(x).
Sinces∗ �= 0, we get a contradiction with(i). Then, the bounded sequencea∗

k admits a bounded
subnet converging weakly-star to somea∗ ∈ K 0. In this way, the corresponding bounded subnet
of b∗

k = x∗
k − a∗

k will converge weakly-star tox∗ − a∗ and, sinceΓ isw∗
b − ‖ · ‖ closed atx, we

conclude thatx∗ − a∗ ∈ Γ (x), and thenx∗ ∈ K 0 + Γ (x).
Let us prove now the inclusion

δL∞ f (x) ⊂ K 0 + Γ∞(x) ∀x ∈ U ∩ D. (3.5)

Let x ∈ U ∩ D, x∗ ∈ δL∞ f (x), xk → f x, αk → 0+ andx∗
k ∈ δ f (xk) be such thatαkx∗

k
∗
⇀ x∗.

Thenx∗
k = a∗

k + b∗
k with a∗

k ∈ K 0 andb∗
k ∈ Γ (xk). As above, letus show that the sequenceαka∗

k
is bounded. Otherwise, it has a subsequence with‖αk(n)a∗

k(n)‖∗ → +∞. Take for eachn some
λn > 0 ands∗

n ∈ S suchthata∗
k(n) = λns∗

k(n). As the setS is bounded one hasαk(n)λn → +∞
and following the same arguments as were used in the proof of(3.3)above, we get a contradiction
with (i). The bounded sequenceαka∗

k then admits a bounded subnet converging weakly-star to
somea∗ ∈ K 0. Consequently, the corresponding bounded subnet ofαkb∗

k = αkx∗
k − αka∗

k will
converge weakly-star tox∗ − a∗ ∈ Γ∞(x), that isx∗ ∈ K 0 + Γ∞(x).

Combining inclusions(3.3) and(3.5), hypothesis (iii), and the convexity ofK 0 allows us to
obtain the right hand side inclusion in(3.1)and to conclude (b).

(c) Observe first that, under the assumptions of (c) and for anyx ∈ U∩D, the second inclusion
of (3.1)entailsδΛ f (x) + δΛ∞ f (x) ⊂ K 0 + Γ (x). So for anyx ∈ U ∩ D we obtain from(3.1)
the implication

δ f (x) ⊂ K 0 + Γ (x) ⇒ δΛ f (x)+ δΛ∞ f (x) ⊂ K 0 + Γ (x). (3.6)

If the representation formula(2.2)holds in (a), from(3.6) the implication⇒ of (3.2) is evident
whenx ∈ D, becauseK 0 + Γ (x) is the addition of a convexw∗-closed set and a convexw∗-
compact set, which is always a convexw∗-closed set.

In (b), the convexity ofK 0 +Γ (x) is evident and the hypothesis (i) insures thew∗-closedness

of this set for allx ∈ D. In fact, if a∗
j + b∗

j
∗
⇀ x∗ with a∗

j ∈ K 0 andb∗
j ∈ Γ (x), from (i), with

arguments similar to those used in this proof in the first part of (b), we can obtain the boundedness
of these nets and we conclude thatx∗ ∈ K 0 + Γ (x). From(3.6), the representation formula then
allows us to obtain the implication⇒ of (3.2)for all x ∈ U ∩ D.

The reverse implication⇐ of (3.2)being obvious, due to the inclusionδ f ⊂ ∂C f , we have
proved the equivalence(3.2)for all x ∈ U ∩ D in either (a) or (b).

Whenx �∈ D the equivalence is trivial becauseδ f (x) = ∂C f (x) = ∅. �

Remark 3.1. If dim X < +∞, the hypothesis (ii) in part (b) ofTheorem 3.1always holds.
Otherwise, as shown in the following lemma, asufficient condition for this hypothesis is that
K 0 = {x∗ ∈ X∗ : 〈x, x∗〉 ≤ 0 ∀x ∈ K } whereK ⊂ X is a convex cone with nonempty interior.

The following lemma is well known. We give a simple proof.

Lemma 3.1. Let K ⊂ X be a convex cone and

K 0 = {x∗ ∈ X∗ : 〈x∗, x〉 ≤ 0 ∀x ∈ K }.
If K 0 �= {0}, a sufficient condition for the existence of aw∗-compact set S with0 �∈ S such that
K 0 = R+S is that int K �= ∅.
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Proof. For p ∈ int K andr > 0 such that p + r BX ⊂ K , whereBX = {x ∈ X : ‖x‖ ≤ 1}, we
define thew∗-closed set

S= {x∗ ∈ K 0 : 〈x∗, p〉 = −r }.
SinceK 0 �= {0}, it is easy to see thatK 0 = R+S. To conclude, let us prove thatS is bounded.
For all x∗ ∈ S andu ∈ BX, we have〈x∗, p + ru〉 ≤ 0, which implies that〈x∗,u〉 ≤ 1 for all
u ∈ BX andx∗ ∈ S, that is,S⊂ BX∗ = {x∗ ∈ X∗ : ‖x∗‖∗ ≤ 1}. �

Observe that the condition of the lemma is easily seen to be also necessary wheneverS is
required to be in addition convex.

The choice of the Clarke subdifferential∂Cg(x), for some lsc functiong in place ofΓ (x)
requires the closedness of∂Cg at x. Such aproperty does not hold for any functiong. The
functiong in [35] given byg : R

3 −→ R ∪ {+∞} suchthat

g(x) = ψ(C; x) =
{

0 if x ∈ C
+∞ if x �∈ C,

(3.7)

whereC = {x = (x1, x2, x3) ∈ R
3 : |x3| = x1x2} provides an example of a lsc function where

∂Cg is not closed at(0,0,0). In fact, it is easy to check that∂Cg(t,0,0) = {0} × R × R for all
t �= 0 and∂Cg(0,0,0) = {0} × {0} × R.

A primary general important class of not necessarily convex functionsg, where ∂Cg is
w∗ − ‖ · ‖ closed, is the class of directionally Lipschitzian functions.

Definition 3.3 ([36] ). A lsc function f : X −→ R ∪ {+∞} is directionally Lipschitzianat
x ∈ dom f with respect to a vectory ∈ X if

lim sup
y′→y

x′ → f x

t→0+

f (x′ + ty′)− f (x′)
t

< +∞.

We will say that f is directionally Lipschitzian atx if there is at least some vectory suchthat
f is directionally Lipschitzian atx with respect toy. Note that f is locally Lipschitzian atx if
and only if it is directionally Lipschitzian atx with respect toy = 0. Finally, we will say that f
is directionally Lipschitzian if it is directionallyLipschitzian at each point of its effective domain
dom f .

It is well known that if f is a lsc function, directionally Lipschitzian atx, the Clarke
subdifferential of f at x is characterized by (see [36])

∂C f (x) = {x∗ ∈ X∗ : 〈x∗,h〉 ≤ f 0(x; h) ∀h ∈ X} (3.8)

where

f 0(x; h) = lim sup
x′ → f x

t→0+

f (x′ + th)− f (x′)
t

. (3.9)

The following lemma gives a useful semicontinuity property of the Clarke directional
derivative f 0(·; h). It will allow us to easily derive in the proof ofTheorem 3.2the closedness of
∂C f at x when f is a directionally Lipschitzian function.
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Lemma 3.2. If f : X −→ R ∪ {+∞} is a lsc function at x, then

lim sup
x′ → f x

f 0(x′; h) ≤ f 0(x; h) ∀h ∈ X. (3.10)

Proof. Fix h ∈ X. Equality (3.9)can be written as

f 0(x′; h) = inf
ε>0
δ>0

sup
z∈B f (x

′;ε)
t∈]0,δ[

f (z + th)− f (z)

t
,

whereBf (x′; ε) = {z ∈ B(x′; ε) : | f (z)− f (x′)| < ε}. Fix η > 0, ε > 0 and letγ > 0 be such
that Bf (x′; ε/2) ⊂ Bf (x; ε) for all x′ ∈ Bf (x; γ ). Then

f 0(x′; h) = inf
ν>0
δ>0

sup
z∈B f (x

′;ν)
t∈]0,δ[

f (z + th)− f (z)

t
≤ sup

z∈B f (x
′;ε/2)

t∈]0,η[

f (z + th)− f (z)

t

≤ sup
z∈B f (x;ε)

t∈]0,η[

f (z + th) − f (z)

t

for all x′ ∈ Bf (x; γ ). This implies

lim sup
x′ → f x

f 0(x′; h) ≤ sup
z∈B f (x;ε)

t∈]0,η[

f (z + th)− f (z)

t

for all ε > 0 andη > 0. Taking the infimum overε andη, weobtain(3.10). �
When f is a lsc directionally Lipschitzian function inU , as a direct application of(3.8)and

(3.10), weobtain the closedness of∂C f and furthermore the equality

∂C f (x) = ∂ L
C f (x)+ ∂ L

C,∞ f (x) ∀x ∈ U. (3.11)

Although the inclusion of the first member of(3.11) in the secondone always holds, the
converse may fail. In fact, the functionf = g, whereg is given in (3.7) (see [35]) provides
an example where(3.11)fails. In fact (0,1,1) ∈ ∂ L

C f (0,0,0) + ∂ L
C,∞ f (0,0,0) but (0,1,1) �∈

∂C f (0,0,0). So, we cannot obtain for such a functionf the representation formula(2.2) with
δΛ f = ∂ΛC f .

A second class of functions for which we can establish the closedness of the Clarke
subdifferential is the class of primal lower nice functions. This class is also involved in
Theorem 3.2. It has been introduced by Poliquin in [34] wherehe shows, in the finite dimensional
setting, the integration property of such functions and studies their generalized second-order
behavior.

Before stating the definition of primal lower nice functions, we need to recall the concept of
proximal subgradient.

Definition 3.4. An elementx∗ ∈ X∗ is a proximal subgradientof a function f from X into
R ∪ {+∞} at x ∈ dom f if, for somet > 0, the inequality

f (x′) ≥ f (x)+ 〈x∗, x′ − x〉 − t‖x − x′‖2

is valid for all x′ in a neighborhood ofx. We denote by ∂P f (x) the set of all proximal
subgradients off at x.

It is well known (and easy to see) that the inclusion∂P f (x) ⊂ ∂C f (x) always holds.
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Definition 3.5 ([34] ). We say that a lsc functionf : X −→ R ∪ {+∞} is ∂P-primal-lower-nice
(∂P-pln) at x̄ ∈ cl(dom f ) if the domain of∂P f is a dense subset of some neighborhood ofx̄
intersected with the domain off and if there exist positive scalarsε, c andτ such that if t ≥ τ ,
‖x∗‖∗ < ct, ‖x − x̄‖ < ε andx∗ ∈ ∂P f (x), then theinequality

f (x′) ≥ f (x)+ 〈x∗, x′ − x〉 − t

2
‖x′ − x‖2 (3.12)

is valid for all x′ with ‖x′ − x‖ < ε. The function f is called∂P-primal-lower-nice if it is
∂P-primal-lower-nice at all points in cl(dom f ).

Wenote that whenX is a Hilbert space the proximal subdifferential is automatically nonempty
on a dense subset of the domain of the lsc functionf .

The above definition of the∂P-pln property can be obviously extended for any set-valued
operatorδ f suchthatδ f (x) = ∅ whenx �∈ dom f .

Definition 3.6. We say that alsc function f : X −→ R ∪ {+∞} is δ-primal-lower-nice(δ-pln)
at x̄ ∈ cl(dom f ) if the domain ofδ f is a dense subset of some neighborhood ofx̄ intersected
with the domain off and if there exist positive scalarsε, c andτ such that if t ≥ τ , ‖x∗‖∗ < ct,
‖x − x̄‖ < ε andx∗ ∈ δ f (x), then theinequality(3.12)is valid for allx′ with ‖x′ − x‖ < ε. The
function f is calledδ-primal-lower-niceif it is δ-primal-lower-nice at all points in cl(dom f ).

We first establish a relation between∂C f and∂P f whenδ f satisfies(2.2).

Proposition 3.1. Let f : X −→ R ∪ {+∞} be a lsc function such thatδ f satisfies the
representation formula(2.2) in U. If f is δ-pln, then we have the equality

∂C f (x) = clw∗(∂P f (x)) for all x ∈ U.

Proof. For x ∈ U \ DomδΛ f = U \ Dom∂C f (see(2.4)) the above equality is trivial. Let
x ∈ U ∩ DomδΛ f = U ∩ Dom(δΛ f + δΛ∞ f ), x∗

Λ ∈ δΛ f (x), x∗∞ ∈ δΛ∞ f (x), xk → f x,

x∗
k ∈ δ f (xk), αk → 0+, zk → f x, z∗

k ∈ δ f (zk), be such thatx∗
k

∗
⇀ x∗

Λ andαkz∗
k

∗
⇀ x∗∞. On the

other hand, from the representation formula we know thatx ∈ cl(dom f ) and, thus, there exist
positive constantsτ , c andε such that if t ≥ τ , ‖y∗‖∗ < ct, ‖x′′ − x‖ < ε andy∗ ∈ δ f (x′′), then

f (x′) ≥ f (x′′)+ 〈y∗, x′ − x′′〉 − t

2
‖x′ − x′′‖2 for all x′ ∈ B(x′′; ε).

Since, fort ≥ τ andk sufficiently large, we have‖x∗
k‖∗ < ct, ‖xk − x‖ < ε/2, ‖z∗

k‖∗ < ct/αk,
t/αk ≥ τ and‖zk − x‖ < ε/2, we canwrite

f (x′) ≥ f (xk)+ 〈x∗
k , x

′ − xk〉 − t

2
‖x′ − xk‖2 for all x′ ∈ B(x; ε/2),

f (x′) ≥ f (zk)+ 〈z∗
k, x

′ − zk〉 − t

2αk
‖x′ − zk‖2 for all x′ ∈ B(x; ε/2).

If x′ ∈ dom f ∩ B(x; ε/2) we multiply the second inequality byαk, taking the lowerlimit over
k in both inequalities and adding these two limits. This permits us to obtain the inequality

f (x′) ≥ f (x)+ 〈x∗
Λ + x∗∞, x′ − x〉 − t‖x′ − x‖2.

The latter is evident whenx′ �∈ dom f . This yields x∗
Λ + x∗∞ ∈ ∂P f (x) and therefore we have

proved the inclusion

δΛ f (x)+ δΛ∞ f (x) ⊂ ∂P f (x) ⊂ ∂C f (x) for all x ∈ U.
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Taking thew∗-closed convex hull in the above inclusion, we obtain the desired equality.�

It is shown in [23] that when X is a Hilbert space andf is ∂P-pln, then∂P f = ∂C f . The
following proposition, together withProposition 3.1, will allow us to see that the equality still
holds in the reflexive Banach context whenf is ∂P-pln.

For a subsetS ⊂ X∗ (resp.X × X∗) we will denote byw∗
bcl (S) (resp.‖ · ‖ − w∗

bcl (S)) the
set of allw∗ limits (resp.‖ · ‖ − w∗

b limits) of bounded nets of points inS.

Proposition 3.2. Let f : X −→ R ∪ {+∞} be a lsc function. If f isδ-pln, then

‖ · ‖ − w∗
bcl (gphδ f ) ⊂ gph∂P f,

wheregphA is thegraph of the set-valued operator A: X ⇒ X∗ defined by

gphA = {(x, x∗) ∈ X × X∗ : x∗ ∈ A(x)}.
Proof. Let (x, x∗) ∈ ‖ · ‖ − w∗

bcl (gphδ f ). Thus, there exist a netx j → x and a bounded net

x∗
j

∗
⇀ x∗ suchthat x∗

j ∈ δ f (x j ). Sincex ∈ cl (Domδ f ) ⊂ cl (dom f ), f is δ-pln at x. We
know that there exist positive scalarsε, c, τ such that if t ≥ τ , ‖y∗‖∗ < ct, ‖x′′ − x‖ < ε and
y∗ ∈ δ f (x′′), then

f (x′) ≥ f (x′′)+ 〈y∗, x′ − x′′〉 − t

2
‖x′ − x′′‖2 for all x′ ∈ B(x′′; ε).

Then, for t sufficiently large we have‖x∗
j ‖∗ < ct for all j and there existsj0 such that

‖x j − x‖ < ε/2 for all j ≥ j0. In this way, wecan write for all j ≥ j0

f (x′) ≥ f (x j )+ 〈x∗
j , x

′ − x j 〉 − t

2
‖x′ − x j ‖2 for all x′ ∈ B(x; ε/2) ⊂ B(x j ; ε) (3.13)

and taking the lower limit overj weobtain

f (x′) ≥ f (x)+ 〈x∗, x′ − x〉 − t

2
‖x′ − x‖2 for all x′ ∈ B(x; ε/2),

which implies thatx∗ ∈ ∂P f (x). �

Corollary 3.1. Assume that the space X is reflexive and f is∂P-pln at x̄. Then for all x near x̄,
onehasthe equality

∂C f (x) = ∂P f (x). (3.14)

Proof. The spaceX being reflexive, we know that the representation formula(2.2) holds for
δ f = ∂P f . Then for all x nearx̄ we have byProposition 3.1and the reflexivity ofX

∂C f (x) = clw∗(∂P f (x)) = cl ‖·‖(∂P f (x)).

Applying Proposition 3.2with δ f = ∂P f we obtain∂C f (x) ⊂ ∂P f (x) and hence∂C f (x) =
∂P f (x) for x nearx̄. �

The following theorem examines some special examples of the set-valued mappingΓ
involved in Theorem 3.1. These examples, which are of great interest in the rest of the paper,
correspond to the choiceΓ = ∂Cg + γBX∗ with the classes of functionsg introduced in
Definitions 3.3and3.5. The well known classes of convex and locally Lipschitzian functions
are also considered.
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Theorem 3.2. Let f : X −→ R∪{+∞} be a lsc function such thatδ f verifies the representation
formula(2.2) in U and let K0 ⊂ X∗ be aw∗-closed convex cone. The following assertions hold.

(a) If g : X −→ R is a locally Lipschitzian function, then

δ f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗ ∀x ∈ U ⇔ ∂C f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗

∀x ∈ U, (3.15)

whereγ ≥ 0.
(b) Assume that g: X −→ R∪{+∞} is a function that satisfies one of the following properties:

(1) g is a lsc convex function,
(2) g is alsc directionally Lipschitzian function that is continuous relative toDom∂Cg,
(3) X is a reflexive space and g is∂P-pln,
and assume also that
(i) −K 0 ∩ (∂Cg)∞(x) = {0} for all x ∈ U, and
(ii) either K0 = {0} or there exists aw∗-compact set S with0 �∈ S such that K0 = R+S.
Then, the equivalence(3.15)still holds.

Proof. (a) This is a consequence ofTheorem 3.1part (c) with the hypothesis of part (a). Indeed,
sinceg is locally Lipschitzian, the set-valued operator∂Cg is w∗

b − ‖ · ‖ closed and locally
bounded inX, andhence it is easily seen that the same holds for the set-valued operatorΓ with
Γ (x) = ∂Cg(x)+ γBX∗ .

(b) We proceed to prove that this is a consequence ofTheorem 3.1part (c) with the hypothesis
of part (b). In fact, we will show under conditions (1), (2) or (3), that∂Cg is aw∗

b − ‖ · ‖
closed operator inD ∩ U , whereD := Dom(δΛ f + δΛ∞ f ) = DomδΛ f , andhenceΓ (x) :=
∂Cg(x)+ γBX∗ will be aw∗

b − ‖ · ‖ closed operator inD ∩ U , and that

∂Cg(x)+ (∂Cg)∞(x) ⊂ ∂Cg(x) for all x ∈ X.

The above inclusion and the fact thatΓ∞(x) = (∂Cg)∞(x) will give us hypothesis (iii) in
Theorem 3.1and will allow us to conclude.

(1) The lower semicontinuity of the convex functiong and the classical characterization of
the Clarke subdifferential for convex functions

∂Cg(x) = {x∗ ∈ X∗ : g(x)+ 〈x∗, y − x〉 ≤ g(y) for all y ∈ X}, (3.16)

imply thatΓ (x) := ∂Cg(x)+ γBX∗ is aw∗
b − ‖ · ‖ closed set-valued operator inX. To conclude,

let us now prove the inclusion

∂Cg(x)+ (∂Cg)∞(x) ⊂ ∂Cg(x) for all x ∈ X.

Let x∗ ∈ ∂Cg(x), x∗∞ ∈ (∂Cg)∞(x), α j → 0+, x j → x andx∗
j ∈ ∂Cg(x j ) be such thatα j x∗

j is

bounded andα j x∗
j

∗
⇀ x∗∞. Then

g(y) ≥ g(x)+ 〈x∗, y − x〉 for all y ∈ X (3.17)

g(y) ≥ g(x j )+ 〈x∗
j , y − x j 〉 for all y ∈ X. (3.18)

If we multiply (3.18)by α j and take the lower limit overj we obtain, using the positivity ofα j

and the lower semicontinuity ofg, theinequality

〈x∗∞, y − x〉 ≤ 0 for all y ∈ domg;
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and if we add(3.17)to this, we obtain

g(y) ≥ g(x)+ 〈x∗ + x∗∞, y − x〉 for all y ∈ X,

that is,x∗ + x∗∞ ∈ ∂Cg(x).
(2) Assume now thatg is a lscdirectionally Lipschitzian function, that is continuous relative

to Dom∂Cg. First,(3.10)allows us to write

lim sup
x′ →g x

g0(x′; h) ≤ g0(x; h) for all h ∈ X.

Then, the characterization(3.8)of the Clarke subdifferential ofg, the inequality(3.10), and the
continuity of g relative to Dom∂Cg imply thew∗

b − ‖ · ‖ closedness of∂Cg at all points of
Dom∂Cg and in particular inD = Dom(δΛ f + δΛ∞ f ).

Now, let x ∈ Dom∂Cg ⊂ domg, x∗ ∈ ∂Cg(x), x∗∞ ∈ (∂Cg)∞(x), α j → 0+, x j → x and

x∗
j ∈ ∂Cg(x j ) be such thatα j x∗

j is bounded andα j x∗
j

∗
⇀ x∗∞. From(3.8)we have

〈x∗,h〉 ≤ g0(x; h) for all h ∈ X

〈x∗
j ,h〉 ≤ g0(x j ; h) for all h ∈ X.

If g0(x; h) is finite, we multiply the second inequality byα j and take the upper limit overj
taking(3.10)into account. Then, we add it to the first one and we obtain the inequality

〈x∗ + x∗∞,h〉 ≤ g0(x; h).

Otherwise, the above inequality is evident and hence we have

〈x∗ + x∗∞,h〉 ≤ g0(x; h) for all h ∈ X,

that is,x∗ + x∗∞ ∈ ∂Cg(x). Thedesired inclusion

∂Cg(x)+ (∂Cg)∞(x) ⊂ ∂Cg(x) for all x ∈ X

is then valid.
(3) We now suppose thatg is ∂P-pln. UsingProposition 3.2, it is not difficult to see that the

convex set∂Pg(x) isw∗-closed. ByProposition 3.1, the reflexivity of X, and(3.14)we have the
equality∂Pg(x) = ∂Cg(x) for all x ∈ U . Proposition 3.2also yields that the operator∂Cg is
‖ · ‖ −w∗

b closed.
To finish, wewill prove now the inclusion

∂Cg(x)+ (∂Cg)∞(x) ⊂ ∂Cg(x) for all x ∈ X. (3.19)

Let x ∈ Dom∂Pg, x∗ ∈ ∂Pg(x), x∗∞ ∈ (∂Pg)∞(x), α j → 0+, x j → x andx∗
j ∈ ∂Pg(x j ) be

suchthatα j x∗
j is bounded andα j x∗

j
∗
⇀ x∗∞. As above, we know that there exists j0 such that for

all t ≥ T sufficiently large andj ≥ j0 we have‖x∗
j ‖∗ < ct/α j , t/α j ≥ T , ‖x j − x‖ < λ/2, and

then

g(x′) ≥ g(x j )+ 〈x∗
j , x

′ − x j 〉 − t

2α j
‖x′ − x j ‖2 for all x′ ∈ B(x; λ/2) ⊂ B(x j ; λ).

If we multiply this inequality byα j and we take the lower limit overj , weobtain

0 ≥ 〈x∗∞, x′ − x〉 − t

2
‖x′ − x‖2 for all x′ ∈ domg ∩ B(x; λ/2).
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On the other hand, we know that there existr > 0 and 0< ε ≤ λ/2 such that

g(x′) ≥ g(x)+ 〈x∗, x′ − x〉 − r ‖x′ − x‖2 for all x′ ∈ B(x; ε).
The addition of the two last inequalities allows us to write

g(x′) ≥ g(x)+ 〈x∗ + x∗∞, x′ − x〉 −
(

t

2
+ r

)
‖x′ − x‖2 for all x′ ∈ B(x; ε)

which proves the inclusion(3.19). �

A first important consequence ofTheorem 3.2concerns the locally Lipschitzian behavior of
functions.

Corollary 3.2. Let f : X −→ R ∪ {+∞} be a lsc function. Assume thatδ f satisfies the
representation formula in an open convex set U with U∩ dom f �= ∅. Then f isLipschitzian in
U with modulusγ ≥ 0 if and only if

δ f (x) ⊂ γBX∗ for all x ∈ U.

Proof. According to (a) inTheorem 3.2, one has

δ f (x) ⊂ γBX∗ for all x ∈ U ⇔ ∂C f (x) ⊂ γBX∗ for all x ∈ U.

So, the equivalence of the Corollary follows from the characterization of Lipschitzian functions
in terms of Clarke subdifferentials (see for example [49]). �

More generally, we proceed with the study of theγ -nondecreasing property of a function
with respect to a convex coneK ⊂ X. Theexact (γ = 0) nondecreasing property in terms of
subdifferentials has been investigated by Clarke et al. in [10] with the proximal subdifferential.
Here, we examine the general case for anyγ in relation to any operatorδ f satisfying the
representation formula. In the next two propositions the setK 0 ⊂ X∗ will be the negative polar
cone of some coneK , that is,

K 0 = {x∗ ∈ X∗ : 〈x∗, x〉 ≤ 0 for all x ∈ K }.
We state nowa versionof the Zagrodny approximate mean value theorem [51] in the form

that we will use it in the next two propositions.

Theorem 3.3. Let a,b twopoints in an open convex subset U of a Banach space X (with a�= b)
and let f : X −→ R ∪ {+∞} be lsc on U and finite at a. Then for each real numberρ < f (b),
there exista point x0 ∈ [a,b[:= {tb+ (1− t)a : t ∈ [0,1[}, a sequence xk converging to x0, and
points x∗k ∈ ∂C f (xk) suchthat

(a) lim infk→+∞〈x∗
k ,b − xk〉 ≥ (ρ− f (a))

‖b−a‖ ‖b − x0‖ and
(b) lim infk→+∞〈x∗

k ,b − a〉 ≥ ρ − f (a).

Proposition 3.3. Let f : X −→ R ∪ {+∞} be a lsc function. If K0 is the negative polar of a
convex cone K⊂ X containing the origin and ifδ f satisfies the representation formula in an
open convex set U of X, then

δ f (x) ⊂ K 0 + γBX∗ for all x ∈ U

if and only if f isγ -nondecreasing over U with respect to the cone K , that is,

f (y) ≤ f (x)+ γ ‖x − y‖ for all x, y ∈ U,with y − x ∈ K .
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Proof. If we define in part (a) ofTheorem 3.2, g(x) = 0 for all x ∈ X, weobtain the equivalence

δ f (x) ⊂ K 0 + γBX∗ ∀x ∈ U ⇔ ∂C f (x) ⊂ K 0 + γBX∗ ∀x ∈ U.

Then, it suffices to prove that

{
∂C f (x) ⊂ K 0 + γBX∗
for all x ∈ U

⇔



f (y) ≤ f (x)+ γ ‖x − y‖
for all x, y ∈ U,
suchthat y − x ∈ K

(3.20)

(⇒) Let x, y ∈ U be such thaty − x ∈ K . If x �∈ dom f the result is evident. Otherwise,
by the Zagrodny mean value theorem, for any real numberρ < f (y), there existx0 ∈ [x, y[,
xk → f x0, x∗

k ∈ ∂C f (xk) suchthat

ρ − f (x) ≤ lim inf
k→+∞〈x∗

k , y − x〉.
From the left hand side of(3.20)and the convexity ofU , we can write, fork sufficiently large,
x∗

k = q∗
k + γb∗

k with q∗
k ∈ K 0 andb∗

k ∈ BX∗ . Hence

ρ − f (x) ≤ lim inf
k→+∞〈q∗

k + b∗
k, y − x〉 ≤ lim inf

k→+∞〈b∗
k, y − x〉 ≤ γ ‖x − y‖,

which proves the implication.
(⇐)We will first prove that the right hand side of(3.20)implies that

f ↑(x; h) ≤ ψ(K ,h) + γ ‖h‖ for all x ∈ U andh ∈ X, (3.21)

whereψ(K ; ·) is the indicator function ofK defined by

ψ(K ,h) =
{

0 if h ∈ K
+∞ if h �∈ K .

.

Let h ∈ K , x ∈ U andλ > 0 be such thatx + th ∈ U for all t ∈ ]0, λ[. Then we have

f (x′ + th)− f (x′)
t

≤ γ ‖h‖ for all x′ nearx andt ∈ ]0, λ[,
and hence

f ↑(x; h) = sup
η>0

inf
ε>0

sup
x′∈B(x;ε)

| f (x)− f (x′)|<ε
t∈]0,ε[

inf
h′∈B(h;η)

f (x′ + th′)− f (x′)
t

,

≤ inf
ε>0

sup
x′∈B(x;ε)

| f (x)− f (x′)|<ε
t∈]0,ε[

f (x′ + th)− f (x′)
t

≤ γ ‖h‖,

that is,(3.21)holds. Moreover, forx ∈ U and for allx∗ ∈ ∂C f (x), (3.21)implies that

〈x∗, y − x〉 ≤ ψ(K , y − x)+ γ ‖y − x‖ for all y ∈ X.

Hencex∗ ∈ ∂C(ψ(K , · − x) + γ ‖ · −x‖)(x) = K 0 + γBX∗ . This equality is direct from the
characterization(3.16)of the Clarke subdifferential for lsc convex functions and the equality

∂C(ψ(K , · − x)+ γ ‖ · −x‖)(y) = ∂C(ψ(K , · − x))(y)+ ∂C(γ ‖ · −x‖)(y)
for all y ∈ X

which is a consequence of the continuity of the norm (according to the Moreau–Rockafellar
Theorem [30] concerning the subdifferential of the sum of two convex functions).�
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Remark 3.2. As a direct generalization of implication⇒ in the last Proposition, we can prove
that

{
δ f (x) ⊂ K 0 + γ (x)BX∗
for all x ∈ U

⇒



for all x, y ∈ U, y ∈ dom f with y − x ∈ K
there existsc ∈ [x, y[ suchthat
f (y) ≤ f (x)+ γ (c)‖x − y‖

whereγ is a given real-valued continuous function inU .

A property along the lines of theγ -nondecreasing property but involving in addition a convex
function g can also be analyzed. Before stating theproperty, recall that a locally Lipschitz
function g : X −→ R is Clarke regular at a pointx provided the directional derivative
g′(x; ·) exists and coincides withg↑(x; ·). Thedirectional derivative of any functionϕ : X −→
R ∪ {+∞} at x ∈ domϕ is given byϕ′(x; h) = limt→0+ ϕ(x+th)−ϕ(x)

t when it exists.
We mustmention that the proof of the convex part of the theorem makes use of many ideas of

Thibault and Zagrodny [45] and [46].

Theorem 3.4. Let K0 be the negative polar of some cone K⊂ X and f : X −→ R ∪ {+∞}
be a lsc function such thatδ f satisfies the representation formula in anopen convex set U of X
with U ∩ dom f �= ∅. Then, the following assertions hold.

(a) If g : X −→ R is a Clarke directionally regular locally Lipschitzian function in U, then

{
δ f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗
for all x ∈ U

⇒



g(x)+ f (y) ≤ f (x)+ g(y)+ γ ‖x − y‖
for all x, y ∈ U such that
y − x ∈ K

(3.22)

(b) Assume that the cone K is open and g: X −→ R ∪ {+∞} is a lsc convex function such that
−K 0 ∩ (∂Cg)∞(x) = {0} for all x ∈ U. Then we also have implication(3.22).

Proof. Observe that under condition (b), ifK �= X then byLemma 3.1there exists somew∗-
compact setS with 0 �∈ S suchthat K 0 = R+S. So condition (ii) in (b) of Theorem 3.2holds.
So,from Theorem 3.2, we see that the inclusionδ f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗ implies, under
(2.2)and the assumptions above, the inclusion

∂C f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗ for all x ∈ U. (3.23)

Therefore, we need to obtain the conclusion of(3.22)under(3.23)and under the assumption that
g is either a Clarke directionally regular locally Lipschitzian function or a lsc convex function.
Observe that the nonemptiness ofU ∩ dom f entails thatU ∩ Dom∂C f andU ∩ domg are
nonempty. Fix anyx ∈ U ∩ dom f andy ∈ U with y − x ∈ K , x �= y, and take anyε > 0. Fix
also anyu ∈ [x, y[ ∩ dom f .

(I) We proceed first to show that there exists somer ∈ ]0,1[ suchthat

f (u + r (y − u))− f (u) ≤ g(u + r (y − u))− g(u)+ (γ + ε)‖r (y − u)‖. (3.24)

Case(a).g is locally Lipschitzian and Clarke directionally regular.
By the definition of directional derivative, we know that there existst0 ∈ ]0,1[ suchthat

g′(u; y − u) ≤ g(u + t (y − u))− g(u)

t
+ ε

2
‖y − u‖ for all t ∈ ]0, t0[

and if we putwt := u + t (y − u) the above inequality can be written in the form

g′(u;wt − u) ≤ g(wt)− g(u)+ ε

2
‖wt − u‖. (3.25)
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On the other hand, the upper semicontinuity ofg′(·; y − u) = g0(·; y − u) implies that there
exists r ∈ ]0, t0] suchthat

g′(ws; y − u)

‖y − u‖ ≤ g′(u; y − u)

‖y − u‖ + ε

2
for all s ∈ [0, r ]. (3.26)

From (b) in the Zagrodny mean value theorem, for any real numberρ < f (wr ) there exist
x0 ∈ [u, wr [, xk → x0, andx∗

k ∈ ∂C f (xk) suchthatρ − f (u) ≤ lim infk→+∞〈x∗
k , wr − u〉.

From(3.23), wecan writex∗
k = q∗

k + z∗
k + γb∗

k with q∗
k ∈ K 0, z∗

k ∈ ∂Cg(xk), andb∗
k ∈ BX∗ , and

sincewr −u = r (y−u) ∈ K (according toy−x ∈ K ) weobtain using the upper semicontinuity
of g′(·;wr − u)

ρ − f (u) ≤ lim inf
k→+∞〈z∗

k, wr − u〉 + γ ‖wr − u‖
≤ lim inf

k→+∞ g′(xk;wr − u)+ γ ‖wr − u‖
≤ g′(x0;wr − u)+ γ ‖wr − u‖
≤ ‖wr − u‖

[
g′(u; y − u)

‖y − u‖ + γ + ε

2

]
,

where the last inequality follows from(3.26), given that x0 = ws for somes ∈ [0, r [. In this
way, wecan write, using(3.25),

ρ − f (u) ≤ g′(u;wr − u)+
(
γ + ε

2

)
‖wr − u‖

≤ g(wr )− g(u)+ (γ + ε)‖wr − u‖.
The parameterρ < f (wr ) being arbitrary, we obtain the desired inequality(3.24).
Case(b). g is a lsc and convex.

Here in a first step, we suppose, in addition toy − x ∈ K with x �= y, thatx ∈ U ∩ Dom∂C f
andy ∈ domg; hencex ∈ U ∩ Dom∂g. Below, we will follow several arguments from [45].

Fix somea∗ ∈ ∂g(x) and consider the convex functionϕ : R −→ R ∪ {+∞} with

ϕ(s) =



g(x)+ s〈a∗, y − x〉 if s ∈ ]−∞,0[
g(x + s(y − x)) if s ∈ [0,1]
+∞ if s ∈ ]1,+∞[.

Sinceg(x) andg(y) are finite, this convex functionϕ is finite on]−∞,1[ and thus it is locally
Lipschitzian on]−∞,1[. Therefore the restriction to [0,1[ of the functions �→ g′(x + s(y −
x); y − x) is finite and upper semicontinuous.

Put nowwt := u + t (y − u), whereu ∈ [x, y[∩ dom f as above. The convexity ofg entails
for all t > 0

g′(u; y − u) ≤ g(u + t (y − u))− g(u)

t

and hence

g′(u;wt − u) ≤ g(wt )− g(u) for all t ≥ 0. (3.27)

As the restriction to[0,1[ of the functions �→ g′(ws; y− x) is, according to the foregoing, finite
and upper semicontinuous, we know that there existsr ∈ ]0,1[ suchthat

g′(wr ; y − u)

‖y − u‖ ≤ g′(u; y − u)

‖y − u‖ + ε. (3.28)
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From (a) in the Zagrodny mean value theorem, for any real numberρ < f (wr ) there exist
x0 ∈ [u, wr [, xk → x0, andx∗

k ∈ ∂C f (xk) suchthat

‖wr − x0‖
‖wr − u‖ (ρ − f (u)) ≤ lim inf

k→+∞〈x∗
k , wr − xk〉.

By (3.23), we maywrite x∗
k = q∗

k + z∗
k + γb∗

k with q∗
k ∈ K 0, z∗

k ∈ ∂g(xk), andb∗
k ∈ BX∗ , and

sincewr − u = r (y − u) ∈ K we obtainwr − xk ∈ K (becauseK is open) and then

‖wr − x0‖
‖wr − u‖ (ρ − f (x)) ≤ lim inf

k→+∞〈z∗
k, wr − xk〉 + γ ‖wr − x0‖. (3.29)

On the otherhand, using(3.28)and(3.27), weobtain

lim inf
k→+∞〈z∗

k, wr − xk〉 ≤ lim inf
k→+∞(g(wr )− g(xk)) ≤ g(wr )− g(x0) ≤ g′(wr ;wr − x0)

= ‖wr − x0‖g′
(
wr ; y − u

‖y − u‖
)

≤ ‖wr − x0‖

×
[

g′
(

u; y − u

‖y − u‖
)

+ ε

]

= ‖wr − x0‖
‖wr − u‖ [g′(u;wr − u)+ ε‖wr − u‖]

≤ ‖wr − x0‖
‖wr − u‖ [g(wr )− g(u)+ ε‖wr − u‖].

Then, from(3.29)we can write the inequality

ρ − f (u) ≤ g(wr )− g(u)+ (γ + ε)‖wr − u‖
which implies(3.24)whenx ∈ U ∩ Dom∂C f .

(II) Put now

σ := sup{t ∈ ]0,1] : f (x + t (y − x))− f (x) ≤ g(x + t (y − x))

− g(x)+ (γ + ε)‖t (y − x)‖}
and observe that the latter set is nonempty according to(3.24). Using the lsc property of f and
the continuity of the restriction ofg on the segment[x, y], it is easily seen that the supremum
above is attained. We claim thatσ = 1. Otherwise, forv := x + σ(y − x), we havev ∈ [x, y[
andv ∈ dom f according to the definition ofσ and the finiteness ofg(v). Applying (3.24)with
v in place ofu, weobtain somer ∈ ]0,1[ suchthat

f (v + r (y − v))− f (v) ≤ g(v + r (y − v))− g(v)+ (γ + ε)‖y − v‖. (3.30)

Further, we also have, according to the definition ofσ which is attained,

f (v)− f (x) ≤ g(v)− g(x)+ (γ + ε)‖v − x‖
and adding this inequality and(3.30)we arrive at the inequality

f (v + r (y − x))− f (x) ≤ g(v + r (y − x))− g(x)+ (γ + ε)‖y − x‖,
which is easily seen to be in contradiction with the definition ofσ . Soσ = 1 andε > 0 being
arbitrary, we get the inequality

f (y)+ g(x) ≤ f (x)+ g(y)+ γ ‖y − x‖ (3.31)



R.Correa et al. / Nonlinear Analysis 65 (2006) 864–891 885

in its full generality in case (a) and forx ∈ Dom∂C f in case (b), since the inequality is obvious
for x = y.

(III) Now, we complete the proof for the convex case. Suppose thatx ∈ U ∩ dom f . We
know from the graphical density of Dom∂C f in dom f that there exists a sequencexk → f x
with xk ∈ Dom∂C f . As y − xk ∈ K , for k large enough (becauseK is open), we have from
(3.31)

f (y)+ g(xk) ≤ f (xk)+ g(y)+ γ ‖y − xk‖.
Using the lsc property ofg and passing to the limit, we obtain

f (y)+ g(x) ≤ f (x)+ g(y)+ γ ‖y − x‖.
The latter inequality still obviously holds for eithery �∈ domg or x �∈ dom f . Theproof is then
complete. �

A similar result also holds for∂P-pln functions in Hilbert spaces. Before stating the result, we
recall that for the Fr´echet subdifferential∂F f (x) a vectorx∗ ∈ ∂F f provided

lim inf
x′→x

1

‖x′ − x‖[ f (x′)− f (x)− 〈x∗, x′ − x〉] ≥ 0.

Proposition 3.4. Assume that X is a Hilbert space and let f, g : X −→ R ∪ {+∞} be lsc
functions such that g is∂P-pln at x̄ ∈ dom f andδ f satisfies the representation formula nearx̄.
Assume also that K0 is the negative polarof some convex cone K⊂ X such that

(i) −K 0 ∩ (∂Cg)∞(x) = {0} for all x near tox̄ ;
(ii) either K = X or thereexists S,w∗-compact with0 �∈ S, suchthat K0 = R+S;
(iii) there existsγ > 0 suchthat

δ f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗

for all x in a neighborhood ofx̄.

Then for anyγ ′ > γ there exists some neighborhood Uγ ′ of x̄ such that for all x , y ∈ Uγ ′
with y − x ∈ K one has

g(x)+ f (y) ≤ f (x)+ g(y)+ γ ′‖x − y‖.
Proof. FromTheorem 3.2(part (b)(3) and Eq.(3.15)and (iii) we have

∂C f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗

for all x in a neighborhood of̄x. We introduce∂ f (x) := ∂ L
P f (x) = ∂ L

F f (x). Thesecond equality
is due to the fact thatX is a Hilbert space (see for example [19]). Recall that sinceg is ∂P-pln
one has∂Pg = ∂Cg = ∂g. So, there existsα > 0 such that

∂ f (x) ⊂ K 0 + ∂g(x)+ γBX∗ ∀x ∈ B(x̄; α). (3.32)

Following the proof of Theorem 3.7 in [3] we may suppose that̄x = 0, f (0) = 0, andg(0) =
0. Takeε > 0 andc > 0 corresponding to the∂P-pln property ofg and satisfying conditions
(14a) and (14b) in [3] with in additionε < α. Takeγ ′ > γ and 0< ε′ < min{ε, c, c(γ ′−γ )/γ ′}.
As in the same proof, weobtain for allλ > 0 small enough and allu ∈ B(0; ε/4)

Pλ f̄ (u) ⊂ (I + λT f
tλ )

−1(u) (3.33)

∂F eλ f̄ (u) ⊂ λ−1[I − (I + λT f
tλ )

−1](u), (3.34)
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where, for B[0; ε] denoting the closed ball with radiusε centered at the origin,̄f := f +
ψ(B[0; ε], ·), tλ := ε/λ,

eλ f̄ (u) := inf
x∈X

{
f̄ (x)+ 1

2λ
‖u − x‖2

}
(Moreau’s envelope of̄f ),

Pλ f̄ (u) := Argmin
x∈X

{
f̄ (x)+ 1

2λ
‖u − x‖2

}
,

andT f
tλ is the set-valued operator whose graph is

gphT f
tλ := {(x, x∗) ∈ gph∂ f : ‖x − x̄‖ < ε and‖x∗‖∗ ≤ tλ}.

We will prove in the lemma below that there is someη > 0 for which for everyr ∈ ]0,1]
there existsρ > 0 such that

∂ f (x) ∩ r BX∗ ⊂ ∂Cg(x) ∩ (r + γ + ρ)BX∗ + K 0 + γBX∗ ∀x ∈ B(x̄; η). (3.35)

Hence, by(3.32)and(3.35)we have the existence of someη ∈ ]0, ε/8[ such that for anyλ small
enough we can findρλ > 0 for whichT f

tλ ⊂ Tg
tλ+γ+ρλ + K 0 + γBX∗ on B(0; η), and then we

follow the proof of Theorem 3.7 [3] in orderto obtain

∂F (eλ f̄ − eλḡ) ⊂ K 0 + γ ′
BX∗ on B(0; η)

whereḡ := g + ψ(B[0; ε], ·). Observe thateλ f̄ andeλḡ are finite everywhere. Therefore, from
Proposition 3.3we have for allx, y ∈ B(0, η) with y − x ∈ K

eλ f̄ (x)− eλḡ(x) ≤ eλ f̄ (y)− eλḡ(y)+ γ ′‖x − y‖.
As eλ f̄ andeλḡ converge pointwise tōf andḡ respectively asλ → 0+ (see, e.g., [3]) one has
the desired inequality

g(x)+ f (y) ≤ f (x)+ g(y)+ γ ′‖x − y‖.
We only have to prove the lemma that shows(3.35).

Lemma 3.3. Let suppose the same hypothesis as forProposition3.4. Then there exists some
η > 0 such that for every r> 0 there existsρ > 0 for which

∂ f (x) ∩ r BX∗ ⊂ ∂Cg(x) ∩ (r + γ + ρ)BX∗ + K 0 + γBX∗ ∀x ∈ B(x̄; η).
Proof. The lemma is obvious with the assumptionK = X in (ii). So we assume in (ii) thatK
has the compact baseSas stated in (ii). Suppose in this case that the inclusion of the lemma does
not hold. Fix a sequenceηk ↓ 0 with ηk < α. Then for eachk ∈ N, there existrk ∈ ]0,1], xk ∈
B(x̄; 1/k), andx∗

k ∈ ∂ f (xk) ∩ rkBX∗ suchthatx∗
k �∈ ∂g(xk) ∩ (rk + γ + k)BX∗ + K 0 + γBX∗ .

By (3.32)one has that

x∗
k = z∗

k + p∗
k + q∗

k (3.36)

wherez∗
k ∈ ∂g(xk), p∗

k ∈ K 0, andq∗
k ∈ γBX∗ . So p∗

k is not bounded due to the boundedness of
x∗

k andq∗
k and the fact thatz∗

k �∈ (rk + γ + k)BX∗ . By (ii), taking a subsequence if necessary, we
can writep∗

k = βks∗
k with βk → ∞ ands∗

k ∈ S. Then by(3.36)there exist subsequences such that

s∗
kn

∗
⇀ s∗ ∈ S andz∗

kn
/βkn

∗
⇀ z∗. Sincexk → x̄, we have(∂g)∞(x̄) � z∗ = −s∗ ∈ −K 0 \ {0}

which is a contradiction with (i). �

Then we have finished the proof of the proposition.�
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Characterizations of directionally Lipschitzian property of lsc functions in terms of some
subdifferentials have been established by Treiman in [49] (with the Clarke subdifferential) and
Thibault and Zlateva in [47] (with several other subdifferentials). We show inProposition 3.6
that such characterizations generally hold with any operator satisfying the representation formula
(2.2). First, let us recall the result with the Clarke subdifferential.

Proposition 3.5 ([49] ). A lsc function f : X −→ R ∪ {+∞} is directionally Lipschitzian at
x̄ ∈ dom f with respect to a vector h if and only if there existε > 0, r ∈ R, andγ > 0 suchthat

(P∂C f )

{〈x∗,h〉 + γ ‖x∗‖∗ ≤ r
for all x ∈ B(x̄; ε), x∗ ∈ ∂C f (x)

(3.37)

is satisfied.

Proposition 3.6. Let f : X −→ R ∪ {+∞} be a lsc function such thatδ f satisfies the
representation formula in U. Then, f is directionally Lipschitzian atx̄ ∈ U ∩dom f with respect
to a vector h if and only if there existε > 0, r ∈ R andγ > 0 suchthat

(Pδ f )

{〈x∗,h〉 + γ ‖x∗‖∗ ≤ r
for all x ∈ B(x̄; ε), x∗ ∈ δ f (x)

(3.38)

is satisfied.

Proof. From Proposition 3.5, it suffices to show that(Pδ f ) in (3.38)is equivalent to(P∂C f ) in
(3.37).

Suppose(Pδ f ). Let 0 < ε′ ≤ ε be such thatB(x̄; ε′) ⊂ U . Fix any x ∈ B(x̄; ε′) and

x∗
Λ ∈ δΛ f (x). There then existxk → f x, x∗

k ∈ δ f (xk) suchthat x∗
k

∗
⇀ x∗

Λ. By (3.38)and the
lower semicontinuity of‖ · ‖∗ with respect to thew∗-topology, we can write

〈x∗
k ,h〉 + γ ‖x∗

k‖∗ ≤ r ⇒ 〈x∗
Λ,h〉 + γ ‖x∗

Λ‖∗ ≤ r,

and hence the property

(PδΛ f )

{〈x∗
Λ,h〉 + γ ‖x∗

Λ‖∗ ≤ r
for all x ∈ B(x̄; ε′), x∗

Λ ∈ δΛ f (x)
(3.39)

is valid.
Now, consider anyx∗∞ ∈ δΛ∞ f (x). There then existαk → 0+, xk → f x, x∗

k ∈ δ f (xk) such

thatαkx∗
k

∗
⇀ x∗∞. Using(3.38)we conclude that

〈x∗∞,h〉 + γ ‖x∗∞‖∗ ≤ 0.

Furthermore, from(3.39)we obtain that

〈x∗
Λ + x∗∞,h〉 + γ (‖x∗∞‖∗ + ‖x∗

Λ‖∗) ≤ r

is satisfied for allx ∈ B(x̄; ε′), x∗
Λ ∈ δΛ f (x) andx∗∞ ∈ δΛ∞ f (x) which entails in particular the

inequality〈x∗
Λ + x∗∞,h〉 + γ ‖x∗∞ + x∗

Λ‖∗ ≤ r . That implies (passing to thew∗-closed convex
hull of δΛ f (x) + δΛ∞ f (x)) that (P∂C f ) is valid and hencef is directionally Lipschitzian at̄x
with respect toh.

The opposite implication is direct because of the inclusionδ f (x) ⊂ ∂C f (x) for all
x ∈ U . �
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4. The convexly composite case

In this section, we analyze the behavior of another significant class of functions, the
composition of a lower semicontinuous convex functionh, defined on a real Banach spaceY with
values inR ∪ {+∞}, and a continuously differentiable operatorF : X −→ Y. The functiong =
h◦F is calledconvexly composite. Convexly composite functions are omnipresent in optimization
theory and nonsmooth analysis. Many problems commonly encountered in optimization can be
reformulated in terms of these functions. In [34] Poliquin showed, in the finite dimensional case,
that whenF is twice continuously differentiable and a natural qualification condition is satisfied,
then the functiong is ∂P-pln. In general Banach spaces, Thibault and Zagrodny [45] gave a
partial extension of this result. In order to extend the set of functions for which the result of
Theorem 3.2holds, we will first prove thew∗

b − ‖ · ‖ closedness of∂Cg.
We will say that the convexly composite functiong = h ◦ F satisfies theRobinson constraint

qualification atx ∈ X if

R+[domh − F(x)] − ∇F(x)(X) = Y. (R)

The following two lemmas will be useful in the reformulation of(R) and in the proof of
Proposition 4.1which is thekey for the proof of the closedness of∂Cg.

Lemma 4.1. Let E be a real linear space, A and B two convex sets in E such that0 ∈ A ∩ B.
Then,R+(A + B) = R+ A + R+B.

Proof. Let αa andβb be such thatα, β ∈ R+, a ∈ A andb ∈ B. Without loss of generality,
we suppose thatβ ≥ α. If β = 0 it is clear thatαa + βb ∈ R+(A + B). Otherwise, sinceA is
convex and 0∈ A, we have(α/β)a ∈ A, andhenceαa + βb = β((α/β)a + b) ∈ R+(A + B).
The opposite inclusion is evident.�

The next lemma recalls a classical result (see for example Lemma 12.1 in [41]).

Lemma 4.2 ([41] ). Let E be a Banach space, C⊂ E a closed convex set. Then,R+C = E if
and only if C is a neighborhood of0 ∈ E.

If F(x) ∈ domh, from Lemma 4.1, we note that condition (R) can be written as

R+([domh − F(x)] ∩ BY − ∇F(x)(BX)) = Y,

and then, fromLemma 4.2, the Robinson constraint qualification atx ∈ X is equivalent to saying
that[domh − F(x)] ∩ BY − ∇F(x)(BX) is a neighborhood of 0∈ Y, that is,

sBY ⊂ [domh − F(x)] ∩ BY − ∇F(x)(BX) for somes> 0. (R′)

We denote by∇F(x)∗y∗ the adjoint of ∇F(x) evaluated iny∗ ∈ Y∗.

Proposition 4.1. Assume that the convexly composite function g= h ◦ F satisfies the condition
(R) at x and F(x) ∈ domh. If xj → x, y∗

j ∈ ∂h(F(x j )) and α j > 0 are three nets such
that α j ∇F(x j )

∗y∗
j and α j are eventually bounded, then there exist K> 0 and j0 suchthat

‖α j y∗
j ‖Y∗ ≤ K for all j ≥ j0.

Proof. First, let us prove that

R+(domh − F(x)) = R+(domh ∩ L1+h(F(x)) − F(x)),

whereL1+h(F(x)) = {v ∈ Y : h(v) ≤ 1 + h(F(x))}.
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Let y ∈ R+(domh − F(x)). Theny = α(z − F(x)) with α > 0 andz ∈ domh. Assume
that 1+ h(F(x)) < h(z); otherwise, it is clear thaty ∈ R+(domh ∩ L1+h(F(x)) − F(x)).
Without loss of generality, we may supposeh(F(x)) ≥ 0. Putting β = αh(z) and ȳ =
(1 − 1/h(z))F(x) + (1/h(z))z, we havey = β(ȳ − F(x)) and furthermore, according to the
convexity ofh,

h(ȳ) ≤ (1 − 1/h(z))h(F(x))+ 1 ≤ h(F(x))+ 1,

that is, y ∈ R+(domh ∩ L1+h(F(x)) − F(x)). The opposite inclusion is evident. Then, with
the same arguments as were used to show that(R) is equivalent to(R′), we can see that(R) is
equivalent to

sBY ⊂ [domh ∩ L1+h(F(x)) − F(x)] ∩ BY − ∇F(x)(BX) for somes> 0. (4.1)

Let us nowprove thatα j y∗
j is eventually bounded. Choose somej0 and someγ ≥ 0 such that

α j + ‖α j ∇F(x j )
∗y∗

j ‖∗ ≤ γ for all j ≥ j0 and

‖∇F(x j )− ∇F(x)‖ ≤ s/2 for all j ≥ j0.

Take anyb ∈ BY. By (4.1)we may writesb= vb−F(x)−∇F(x)(ub)with h(vb) ≤ 1+h(F(x))
andub ∈ BX. Then the inclusiony∗

j ∈ ∂h(F(x j )) gives

s〈y∗
j ,b〉 = 〈y∗

j , vb − F(x)− ∇F(x)(ub)〉
= 〈y∗

j , vb − F(x)〉 − 〈y∗
j ,∇F(x j )(ub)〉 + 〈y∗

j , [∇F(x j )− ∇F(x)](ub)〉
≤ h(vb)− h(F(x))+ ‖∇F(x j )

∗y∗
j ‖∗ + ‖y∗

j ‖Y∗‖∇F(x j )− ∇F(x)‖.
Then the inequalityh(vb) ≤ 1 + h(F(x)) and the choice ofγ and j0 entail for all j ≥ j0

s〈α j y∗
j ,b〉 ≤ γ + (s/2)‖α j y∗

j ‖Y∗

and hences‖α j y∗
j ‖Y∗ ≤ γ + (s/2)‖α j y∗

j ‖Y∗ . In conclusion, we obtain‖α j y∗
j ‖Y∗ ≤ 2γ /s for all

j ≥ j0. �

Recall that (see [11]) ∂Cg = ∇F(·)∗∂h(F(·)) whenever the convexly composite function
g = h ◦ F satisfies the condition(R).

Corollary 4.1. If the convexly composite function g= h ◦ F : X −→ R ∪ {+∞} satisfies the
Robinson constraint qualification(R) at x ∈ domg, then the Clarke’s subdifferential of g,∂Cg,
isw∗

b − ‖ · ‖ closed at x.

Proof. Let x j be a net converging tox andx∗
j abounded net converging tox∗ with x∗

j ∈ ∂Cg(x j ).
Then, there existsy∗

j ∈ ∂h(F(x j )) suchthat x∗
j = ∇F(x j )

∗y∗
j . From the above proposition,

putting α j = 1, we obtain that for somej0, the set{y∗
j : j ≥ j0} is bounded, implying the

existence of a bounded subnetw∗-converging to somey∗ ∈ Y∗. Since∂h is w∗
b − ‖ · ‖ closed

at F(x), according to the convexity of the lsc functionh, we havey∗ ∈ ∂h(F(x)) and then
x∗ = ∇F(x)∗y∗ ∈ ∂Cg(x), whichproves the result. �

We can now prove our theorem concerning convexly composite functions.

Theorem 4.1. Let f : X −→ R∪{+∞} be a lsc function such thatδ f verifies the representation
formula (2.2) in U and let K0 ⊂ X∗ be aw∗-closed convex cone. Assume that the convexly
composite function g= h ◦ F satisfies the Robinson constraint qualification(R) at all points of
U and
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(i) −K 0 ∩ (∂Cg)∞(x) = {0} for all x ∈ U, and
(ii) either K0 = {0} or there exists aw∗-compact set S with0 �∈ S, suchthat K0 = R+S.

Thenone has

δ f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗ ∀x ∈ U ⇔ ∂C f (x) ⊂ K 0 + ∂Cg(x)+ γBX∗ ∀x ∈ U.

Proof. In order to useTheorem 3.1, we will first prove the inclusion

∂Cg(x)+ (∂Cg)∞(x) ⊂ ∂Cg(x) for all x ∈ X. (4.2)

Using Proposition 4.1, we directly check that(∂Cg)∞(x) = ∇F(x)∗(∂h)∞(F(x)). Indeed,
the second member being obviously included in the first one, fix anyx∗ ∈ (∂Cg)∞(x). Let
α j → 0+, x j → x, andx∗

j ∈ ∂Cg(x j ) be such that the netα j x∗
j is bounded andw∗-convergent

to x∗. Choose somey∗
j ∈ ∂h(F(x j )) such that x∗

j = ∇F(x j )
∗y∗

j . From Proposition 4.1
we know that the set{α j y∗

j : j ≥ j0} is bounded for somej0. Then we conclude that

α j y∗
j

∗
⇀ y∗ ∈ (∂h)∞(F(x)) andx∗ = ∇F(x)∗y∗ ∈ ∇F(x)∗(∂h)∞(F(x)).

Finally, weobtain the desired inclusion(4.2)using therelation

∂h(y)+ (∂h)∞(y) ⊂ ∂h(y) for all y ∈ Y,

proved in part (b) (1) ofTheorem 3.2. Further, byCorollary 4.1, ∂Cg is w∗
b − ‖ · ‖ closed and

hence the proof is complete.�
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