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Abstract

The study of sparse sets has tremendous importance in Turing complexity theory. Thus it is a natural task to work out a related notion for real number models of computation. This has not fully been done so far. In the present paper we suggest such a notion based on the computational structure of the connected components a set has. Even though our notion of well-structured sets is different in spirit from the classical sparseness property we will show that it shares some important features with the latter. We are going to analyze the (non-)existence of well-structured complete sets within the Blum–Shub–Smale model of computation over the reals with linear operations and equality respectively inequality. Relations to exponential time classes are also drawn.
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1. Introduction

One of the main important theorems on the structure of NP-complete sets is due to Mahaney [14]. It states that no sparse NP-hard sets exist unless P = NP. Here sparseness denotes “small” sets in the following sense: let \( \Sigma \) be the finite alphabet \( \{0, 1\} \); a set \( S \subseteq \Sigma^\ast \) is sparse if and only if there exists a polynomial \( p \) which bounds for all \( n \in \mathbb{N} \) the census function

\[
c(n) := |S \cap \Sigma^n|
\]

from above.
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defined straightforwardly. The question of whether $\mathsf{P}_R$ equals $\mathsf{NP}_R$ turns out to be of major importance in this framework as well. Moreover, also specific variants of the Blum–Shub–Smale model have been studied. In particular, so called linear models provide (beside being interesting in their own) close relations to open problems in the Turing setting (see [8]). For an introduction into the field confer [4]. A survey on recent results is given in [18].

We suppose the reader to be familiar with the Blum–Shub–Smale (shortly: BSS) approach and adapt the commonly used notations.

In discrete complexity theory, i.e., over $\Sigma = \{0, 1\}$, Mahaney’s theorem states that an NP-hard problem most likely must have many elements.

Because of its importance in classical complexity theory it is a natural task to look for a meaningful notion of sparseness in the BSS model as well. There has not been much work on this topic so far (according to our knowledge only two papers deal with such a real version of sparseness, see [7,17]).

The general idea of sparseness is to reduce the value of a specific measure for sets by an exponential factor. Over finite alphabets this measure is taken to be the number of elements. But what should be a significant counterpart in a real setting? In [7] the authors propose the topological dimension of a set.

In general, if $S$ is a decision problem over $\mathbb{R}^\infty := \bigcup_{i=1}^\infty \mathbb{R}_i$, i.e., $S \subset \mathbb{R}^\infty$, the intersections $S \cap \mathbb{R}^n$ can have a topological dimension close to $n$. Thus in [7] a sparse set is defined to be a set $S \subset \mathbb{R}^\infty$ for which these quantities are bounded by $\log(n)$ $\forall n \in \mathbb{N}$. For this notion it is then shown the non-completeness of any sparse set in the additive BSS model with branching on equality. This corresponds to Mahaney’s theorem since in the above setting $\mathsf{P}$ is known to be different from $\mathsf{NP}$ (see [12,15]). Unfortunately, nothing is known about the computational behavior of sets having a low dimension in more powerful variants of the BSS model, i.e., if branching on inequalities is allowed. Here it is not clear whether this notion of sparse real sets can serve as an analogue to the classical case.

In the present paper we propose to study another property of real number problems which is related to the computational structure of the connected components a set has. This is different in spirit to classical sparseness in that a computational condition enters into consideration—the reason why we prefer not to speak of sparseness but of well-structured sets. However, as will be shown our approach shares many of the properties of sparse sets in the Turing framework even for ordered BSS models. The latter includes Mahaney like theorems and connections to exponential time classes for linear BSS machines as well as relations with polynomial generators in arbitrary BSS models. Moreover, reduced to the classical framework our notion of being well-structured captures the original sparseness notion.

Let us be a little more precise: Instead of the topological dimension we start with another important topological measure; in general, any semi-algebraic set in $\mathbb{R}^n$ defined by a Boolean combination of polynomial equalities and inequalities such that all involved polynomials have a degree bounded by a fixed number has a bounded number of connected components; the bound is simply exponential in the number $n$ of variables (see, for example, [2,11] and the literature cited there). Moreover, given two points $x, y \in \mathbb{R}^n$ together with such a polynomial system, it is decidable in simply exponential time in $n$ whether $x$ and $y$ belong to the same connected component of the semi-algebraic set defined by the system [11]. Since the $n$-dimensional part of any decision problem in $\mathsf{NP}^\Delta$, where $\Delta$ stands for the full, ordered linear or unordered linear BSS model (see below), defines a semi-algebraic set we take the above observation as starting point and propose the following notion of well-structured problems over $\mathbb{R}$: A set $S \subset \mathbb{R}^\infty$ is called well-structured iff there is a polynomial $p$ which bounds the number of connected components of $S \cap \mathbb{R}^n$ $\forall n \in \mathbb{N}$ and the problem of checking whether two points belong to the same connected component of $S \cap \mathbb{R}^n$ is semi-decidable in polynomial time (for a precise definition see Section 2). This definition asks for some comments and explanations which will be given in Section 2.

The main result of this paper is an analogue of Mahaney’s theorem in the linear model with order. Some further aspects of our notion of well-structured sets are discussed.

2. Basic notations; well-structured sets

Let $\mathbb{R}^\infty$ be the disjoint union of all the spaces $\mathbb{R}^n$, $n \in \mathbb{N}$. For any $x \in \mathbb{R}^n$ let $\text{size}(x) := n$. A decision
problem over \( \mathbb{R} \) is a subset \( T \subset \mathbb{R}^\infty \) and its \( n \)-dimensional part \( T_n \) is given as
\[
T_n := T \cap \mathbb{R}^n.
\]

We consider linear restrictions of the BSS model, i.e., we allow as operations addition, subtraction and scalar multiplication by a scalar belonging to a fixed, finite set of machine constants. Referring to order free linear machines (or linear machines branching on equality, respectively) we mean linear machines which can only perform equality branches; similarly the term ordered linear machines (or linear machines branching on inequality, respectively) refers to machines performing branches \( \forall x \geq 0 ? \). The corresponding analogues of complexity classes \( \text{P} \) and \( \text{NP} \) are denoted by \( \text{P}_{\text{lin}}, \text{NP}_{\text{lin}}, \text{P}^\leq_{\text{lin}}, \text{NP}^\leq_{\text{lin}} \). For explicit definitions and properties of all these classes see \([6,9,12,15]\) and especially \([8]\) for relations to some of the major open problems in classical structural complexity theory.

Given a Boolean combination of polynomial equalities and inequalities the corresponding semi-algebraic set has at most exponentially (in \( n \)) many connected components (see \([2]\)); checking whether two given points in the set belong to the same component can also be done in simply exponential time with respect to the number of variables (see \([11]\)). Note that for a decision problem in \( \text{NP} \) (in any of the above models) it is easy to reduce \( \text{NP} \) to another problem \( \text{NP} \) such that \( \text{NP} \cap \mathbb{R}^n \) only consists of a single connected component. Just “combine” all components of \( \text{NP} \cap \mathbb{R}^n \) by considering the problem in \( \mathbb{R}^{n+1} \) via
\[
(x_1, \ldots, x_n, y) \in \tilde{S} :\Leftrightarrow (x_1, \ldots, x_n) \in S \text{ or } y \neq 0.
\]
However, this reduction may “destroy” the computational structure of the connected components of the original problem.

In order to obtain a meaningful notion we will combine both the number of connected components and their structure to define well-structured problems.

**Definition 1.** Fix one of the above variants of the BSS model. A set \( S \subset \mathbb{R}^\infty \) is called well-structured (with respect to the corresponding model) iff

(a) there exists a polynomial \( p \) such that the number of connected components of \( S_n := S \cap \mathbb{R}^n \) is at most \( p(n) \) \( \forall n \in \mathbb{N} \);

(b) the function \( \chi : \mathbb{R}^\infty \times S \cup S \times \mathbb{R}^\infty \rightarrow \{0, 1\} \), defined by
\[
\chi(x, y) := \begin{cases} 
1 & x, y \text{ belong to the same component of } S, \\
0 & x, y \text{ belong to different components of } S, \\
0 & x \notin S, y \in S \text{ or vice versa}
\end{cases}
\]
is computable in polynomial time (with respect to the specific BSS model under consideration).

Our notion is different from sparseness for discrete sets. This is due to the presence of condition (b). Let us therefore comment on it. Firstly, note that we do not ask for deciding whether an input belongs to \( \mathbb{R}^\infty \times S \cup S \times \mathbb{R}^\infty \). If both arguments of an input do not belong to \( S \) the corresponding algorithm for \( \chi \) can compute an arbitrary value—especially 1. A slightly strange flavor of this condition might be the dependence on the machine model. We will discuss this issue at the end of the paper. However, condition (b) is natural with respect to the sparseness notion over finite alphabets. There it is hidden behind the fact that equality is a polynomial time computable binary relation. Indeed, a set being sparse in the classical sense satisfies condition (b) by taking \( \chi \) to be the equality relation on \( (S^n)^2 \) (the “components” are just single elements). One further substantiation to include condition (b) is given by the relation with non-uniform computations its presence provides. The following result holds true as well in the full BSS model as in its linear variants. It shows that well-structured sets are exactly those which can be used as oracles to capture sets having polynomial generators (where the relation between polynomial generators and non-uniform, non-deterministic computations can be established as usual, see \([1]\)).

**Proposition 1.** Fix one of the above versions of the BSS model (i.e., full, linear order-free or linear ordered). Let \( S \) denote the family of all well-structured sets in the corresponding model. Then \( \text{NP/poly} = \bigcup_{S \in S} \text{NP}^S \), where \( \text{NP} \) stands for \( \text{NP}_{\text{lin}}, \text{NP}^\leq_{\text{lin}} \) or \( \text{NP}^\leq_{\text{lin}} \), respectively and oracle computations as well as non-uniform computations are defined as usual, see, for example, \([19]\). (In \([19]\), non-uniformity is defined relying on families of circuits which use a finite number of constants only. In our setting, we need such cir-
circuits with a polynomially bounded number of real constants. However, the generalization of the former to the latter is straightforward and therefore omitted here).

**Proof.** The proof is almost straightforward from that of the corresponding result in the Turing setting [1]. Given a non-uniform, non-deterministic computation in $\mathcal{NP}/\mathsf{poly}$ by a family of algebraic circuits $\{C_n\}$ of polynomial size (in $n$), these circuits can be described by polynomially many real numbers. These reals can be enlarged to vectors in $\mathbb{R}^n$ constituting the set $S_n$; each such vector represents a connected component of a single point. Clearly, $S = \bigcup_{n \geq 1} S_n$ satisfies requirement (a) of the definition of well-structuredness. It also satisfies condition (b) by taking $\chi$ as the equality relation on $\mathbb{R}^\infty$. The $\mathcal{NP}^S$ computation for a given input $x$ guesses the constants of circuit $C_n$ (where $n = \text{size}_\mathbb{R}(x)$), checks by consulting the oracle $S$ whether the guessed numbers are the correct constants and then performs the computation of $C_n$.

Vice versa suppose $S$ to be a well-structured set and $M$ to be a non-deterministic polynomial time oracle machine in the corresponding model. A polynomially sized circuit simulating $M$ for inputs from $\mathbb{R}^n$ can be obtained as follows: the advice the circuit uses (in form of real constants) will code a set of representatives of each connected component of $S_n$ (without loss of generality we assume the oracle only to ask for membership in $S_n$, but the proof works as well for membership in any $S_i$ with $i$ polynomially bounded in $n$). Whenever the machine $M$ enters an oracle state asking for some $y$ to belong to $S$, in the circuit there will be a subroutine included for checking $y$ to belong to the same component as one of the representatives. This subroutine uses the polynomial time algorithm originating in condition (b) of the definition of being well-structured. After a polynomial number of steps the circuit finds the correct answer and continues in simulating machine $M$. \qed

**Remark 1.** In the Turing theory also $\mathcal{P}/\mathsf{poly} = \bigcup_{S \in \mathcal{S}} \mathcal{P}^S$ holds, where $\mathcal{S}$ denotes the set of all sparse sets. The corresponding relation $\supseteq$ is valid in our setting as well. However, for showing the converse one usually has to compute the advice function of a problem in $\mathcal{P}/\mathsf{poly}$ by means of a sparse oracle. Over the reals the latter task can never be accomplished no matter which notion of sparseness one defines. This is due to a simple transcendency argument when the family of constants in the circuits $\{C_n\}$ does not belong to the field extension of $\mathbb{Q}$ by finitely many reals (the constants of the P-machine in $\mathcal{P}^S$).

### 3. Mahaney-like results for linear BSS machines

Throughout this section let us consider the linear BSS model. If no order is available then there exist problems in $\mathcal{NP}_{\text{lin}}$ not being reducible to a well-structured set. More explicitly, one can show

**Theorem 1.** The real Knapsack decision problem is not polynomial time reducible to a well-structured set within the linear order-free BSS model.

This result is analogous to Mahaney’s original one since in the linear order-free framework the separation $\mathcal{P}_{\text{lin}} \neq \mathcal{NP}_{\text{lin}}$ is known to hold true and the Knapsack problem is one example witnessing this fact (see [12, 15]). We omit the proof here because lack of space. The main idea is to show that any reduction of the Knapsack problem to another decision problem has to be an injective map on large parts of the input. This contradicts the condition of being well-structured. The proof is similar to that showing the main result in [7].

Now we consider the linear BSS model branching on $\leq$. Here it is not known whether $\mathcal{P}_{\text{lin}}^\leq \neq \mathcal{NP}_{\text{lin}}^\leq$. Thus we cannot expect to show non-existence of well-structured sets, since this would prove the former separation (obviously, there are well-structured sets in $\mathcal{P}_{\text{lin}}^\leq$). Nevertheless, Mahaney’s theorem holds true.

**Theorem 2.** There exists an $\mathcal{NP}_{\text{lin}}^\leq$-complete well-structured set if and only if $\mathcal{P}_{\text{lin}}^\leq = \mathcal{NP}_{\text{lin}}^\leq$.

**Proof.** Assume a decision problem $T \subseteq \mathbb{R}^\infty$ belonging to $\mathcal{NP}_{\text{lin}}^\leq$ is given; denote by $M$ a corresponding non-deterministic linear machine. Let $S$ be a well-structured set such that $T$ is polynomial time reducible by a reduction $\rho$ to $S$ (in the linear model with order). Without loss of generality we assume for notational simplicity that $\text{size}(\rho(x)) = \text{size}(x)$ $\forall x \in \mathbb{R}^\infty$. 
The number of connected components of \( S \cap \mathbb{R}^n \) is bounded from above by a polynomial \( p(n) \).

Suppose for the moment given an input dimension \( n \) we would already know a set \( \{x_1, \ldots, x_k\} \subset \mathbb{R}^n \) of \( k \leq p(n) \) many representatives for each component of \( S \cap \mathbb{R}^n \). Then for any \( x \in \mathbb{R}^n \) membership in \( T \) can be decided by the application of a \( p(n) \)-algorithm to inputs of dimension \( n \) as follows: For each \( x_i \), \( 1 \leq i \leq k \), compute the value of \( \chi(\rho(x_i), v_i) \) where \( \chi \) as usual denotes the function given by Definition 1 for \( S \). Accept \( x \) if and only if at least one of the outcomes equals 1. Due to the fact that \( k \) is polynomially bounded in size(\( x \)) and \( \chi \) is polynomially time computable the assertion follows.

Thus it remains to be shown how to obtain \( \{x_1, \ldots, x_k\} \) in polynomial time. This in fact is the heart of the proof.

To do so for every input dimension \( n \) a vector \( I(n) \in \{0,1\}^n \) is constructed. This “oracle” vector codes the information we are looking for. It consists of three different parts and can be used to compute a representative set within a polynomial amount of time. Most important, the length of \( I(n) \) is polynomially bounded. Thus, using an idea given in [5], the entire set of information vectors \( \{I(n), n \in \mathbb{N}\} \) can be coded in a single “magic” real number \( s \). Given \( n \) and \( s \) the information \( I(n) \) can be obtained from \( s \) by a polynomial (in \( n \)) decoding process, thus providing a uniform way to access the needed information.

Before going into details let us make two more remarks. Firstly, we assume \( \rho \) to map \( T \) onto \( S \). In general, there could exist connected components of \( S \) not containing any input point \( \rho(x) \). However, in such a situation one can replace without loss of generality \( S \) by \( \rho(T) = \tilde{S} \subseteq S \). The set \( \tilde{S} \) is well-structured because it is a subset of a well structured set. Secondly, it is known from [12] that in the linear model (general) non-determinism is already captured by digital non-determinism, i.e., guessing bits instead of real numbers is sufficient to obtain the according class \( \text{NP}^S_{lin} \). This will be useful in Step 2 below.

**Step 1.** Suppose the input dimension to be \( n \), i.e., consider the reduction for \( x \in \mathbb{R}^n \). Let \( \rho(T \cap \mathbb{R}^n) = S_n \subseteq S \) and assume \( S_n \) to split into \( k \) connected components \( C_1, \ldots, C_k \). Due to \( S \) being well-structured we know \( k \) to be bounded by the value of some polynomial \( p(n) \). However, using the above mentioned idea of coding a discrete set by a real number, in the linear BSS models the census function of \( S \) is computable in polynomial time. The number \( k \) thus will represent the first part of information coded in \( I(n) \). Note that \( k \leq p(n) \) and therefore can be expressed by polynomially (in fact logarithmically) many bits.

**Step 2.** Next suppose \( y_1, \ldots, y_k \) to be elements of \( C_1, \ldots, C_k \), respectively. To each \( y_i \) there corresponds a pre-image under \( \rho \). Our aim now is to include in \( I(n) \) all necessary information in order to compute points \( x_i \) such that \( \rho(x_i) \in C_j \).

Let a point \( \tilde{x}_i \) in \( T \cap \mathbb{R}^n \) being given such that \( \rho(\tilde{x}_i) \in C_j \). To \( \tilde{x}_i \) there essentially correspond two computations; the non-deterministic machine \( M \) accepts \( \tilde{x}_i \) for at least one specific binary guess \( v \) along an accepting path \( \gamma \). Here, the above mentioned equality of digital and general non-determinism is used.

For the subsequent arguments fix the guess \( v \) and note that the set \( V_\gamma \) of inputs branched along \( \gamma \) is a convex, connected subset of \( T \cap \mathbb{R}^n \). Furthermore there is the computation of the reduction value \( \rho(\tilde{x}_i) \). Once again a computation path \( \delta \) as well as the set \( V_\delta \) of inputs branched along \( \delta \) can be attached to \( \tilde{x}_i \). \( V_\delta \) is convex and connected as well, and because of its polyhedral structure the same holds true for the intersection \( V_\gamma \cap V_\delta \). For all connected components of \( S_n \) we collect the guesses \( v \) together with a digital coding of \( \gamma \) and \( \delta \). This builds up the second part of the information vector \( I(n) \).

**Step 3.** The proof is finished if we succeed to compute a point \( x_i \) within the intersection \( P := V_\gamma \cap V_\delta \). In fact, convexity of \( P \) together with affine linearity (and hence: continuity) of \( \rho \) on \( V_\delta \) imply all points of \( P \) to be mapped into the same connected component of \( S \). Since \( \tilde{x}_i \in P \) this component is \( C_j \).

The computation of such a point \( x_i \)—provided some discrete information is given—can be achieved using a technique from [16]. We therefore refer to this paper and just recall the basic ideas briefly. The set \( P \) is a polyhedron, given by polynomially many inequalities and strict inequalities:

\[
P = \{ x \in \mathbb{R}^n | A \cdot x \leq b, C \cdot x < d \}.
\]

Note that all these inequalities can be explicitly obtained from the machine \( M \), the polynomial reduction machine and the information vector \( I(n) \) (its second part). Note furthermore that \( P \) is non-empty.

If \( P \) would be closed (i.e., \( P = \{ x \mid A \cdot x \leq b \} \)), we could continue exactly as in [16]. There has to
be a point in \( P \) on a face of lowest dimension, and all such points are solutions of a specific subsystem \( A \cdot x = b \) of linear equations; these equations arise by replacing the “\( \leq \)" in some of the original inequalities by an “\( = \)". The information about which inequalities are active in order to obtain \( A \cdot x = b \) can be coded by a vector of polynomially many bits. However, the presence of strict inequalities enforces a little more subtle reasoning.

We first proceed as above, this time for the closure \( \overline{P} \) of \( P \) which is given by

\[
\overline{P} = \{ x \in \mathbb{R}^n \mid A \cdot x \leq b, \quad C \cdot x \leq d \}.
\]

Now the foregoing depends on the number of lowest-dimensional faces \( \overline{P} \) has.

In case this number is at least three compute in a similar way as described above three points \( z_1, z_2, \) and \( z_3 \) on three different such faces. Now

\[
z = \frac{1}{3} \cdot (z_1 + z_2) + \frac{2}{3} \cdot z_3
\]

belongs to \( \overline{P} \).

If there are only two faces of lowest dimension first compute one point on each of them, say \( z_1 \) and \( z_2 \). Since \( z_1 \) is laying on a face of lowest dimension it has to belong to the intersection of at least two faces of higher dimension (if the two faces are parallel a point in \( P \) is given by \( \frac{1}{2} \cdot (z_1 + z_2) \)). At least one of these faces does not contain \( z_2 \). Compute any arbitrary point \( z_3 \) on that face (possibly outside \( \overline{P} \)). Afterwards compute

\[
z_4 := 2 \cdot z_1 - z_3
\]

which is also lying on that face. We obtain a point in \( P \) among one of the points

\[
A = \frac{1}{4} \cdot (z_1 + z_2) + \frac{1}{2} \cdot z_3 \quad \text{and}
\]

\[
B = \frac{1}{4} \cdot (z_1 + z_2) + \frac{1}{2} \cdot z_4.
\]

Finally, if there is only one face of lowest dimension and \( z_1 \) denotes a point on it, the face must lay in the intersection of two other faces of higher dimension. On each of them we compute an arbitrary point \( z_1 \) and \( z_2 \) together with its reflection \( z_1' \) and \( z_2' \) with respect to \( z_1 \). One of the lines combining the four corresponding points has its middle-point in \( P \) (see Fig. 1).

All the information which allows to obtain the correct equations of the important faces as well as a point on it can be coded in a polynomially sized vector of bits. This vector (again collected for all components) constitutes the third part of \( I_n \).

The proof is finished. \( \square \)

4. Concluding remarks; open problems

Beside Mahaney’s theorem there are numerous further results concerning the properties of sparse sets. In particular there is a strong relationship between sparseness and the collapse of higher time complexity classes in the Turing model. More explicitly, Hartmanis [10] has shown that \( \text{NEXP} \not\subseteq \text{EXP} \) if and only if there exists a sparse set in \( \text{NP} \) \( \not\subseteq \text{P} \).

In the linear ordered BSS model one can show

**Theorem 3.** If \( \text{NEXP}_{\text{lin}}^{\leq} = \text{EXP}_{\text{lin}}^{\leq} \) every well-structured set in \( \text{NP}_{\text{lin}}^{\leq} \) is in \( \text{P}_{\text{lin}}^{\leq} \).

The proof once more mainly relies on the technique of coding a point in a polyhedron by a vector of digits used in Theorem 2. The reverse implication remains open.

One important feature of Theorem 2 is its different proof in comparison with the one of Mahaney’s original theorem. Mahaney’s proof relies on the fact that there exist an NP-complete problem being self-reducible; it thus only works for self-reducible prob-
lems. Contrary, the proof of Theorem 2 shows that any problem being reducible to a well-structured set in the ordered linear BSS model is polynomial time decidable. It does not depend on a specific structure of complete problems in $\text{NP}_{\text{lin}}$ (the existence of complete problems was established in [9]).

Even in the full BSS model Mahaney’s proof, applied to our notion and to a self-reducible problem will work. However, it is not at all known whether there exist such problems being $\text{NP}_{\mathbb{R}}$-complete. We thus consider it to be important presenting a proof without a self-reducibility assumptions on the structure of the problems.

As is already obvious from the above proof the coding power of real numbers turns out to be extremely helpful. With respect to well-structured sets it provides another effect which is unknown in the discrete setting. There it is just known that a sparse set in NP belongs to the second level $L_2$ of Schöning’s low hierarchy (see [20,1]). It is not known whether such a set already belongs to the first level $L_1 = \text{NP} \cap \text{co-NP}$. In real models the situation is different. Since any function from $\mathbb{N}$ to $\mathbb{N}$ is BSS computable this especially holds true for the census function of the number of connected components. Thus if any set $S \subset \mathbb{R}^\infty$ is well-structured and belongs to the complexity class $\text{NP}_{\mathbb{R}}$ (or to the NP class in any other of the models considered above), its complement $\mathbb{R}^\infty \setminus S$ belongs to $\text{NP}_{\mathbb{R}}$ as well. This can be seen as follows: For an input $x \in \mathbb{R}^d$ first compute the census $p(n)$ of $S \cap \mathbb{R}^d$. Due to the well-structuredness of $S$ the census $p$ is a polynomial and thus the entire sequence of integers $p(1), p(2)p, \ldots$ can be coded in a single real number $s$ such that each value $p(n)$ can be decoded from $s$ in polynomial time with respect to $n$ (see [5]). Next, guess $p(n)$ many reals $x_1, \ldots, x_{p(n)}$ in $S \in \text{NP}_{\text{lin}}$ such that no two of them belong to the same component. The latter can be done in polynomial time according to $S$ being well structured. Finally, accept $x$ if and only if $\chi(x, x_i) = 0 \forall i \in \{1, \ldots, p(n)\}$. Then $x$ is accepted iff $x \in \mathbb{R}^\infty \setminus S$.

Therefore, the assumption of the existence of a $\text{NP}_{\mathbb{R}}$-complete well-structured set will already imply $\text{NP}_{\mathbb{R}} = \text{co-NP}_{\mathbb{R}}$. However, there are of course undecidable well-structured sets and Proposition 1 proves our notion not being too strong.

Finally let us consider again condition (b) in Definition 1.

A purely topological notion of sparseness over the reals was introduced in [7]. There, a Mahaney-like result was shown for the order-free linear case. It seems to be not at all clear how to use such a purely topological property for obtaining Mahaney’s theorem in models other than order-free linear machines, if there is not any additional “computable” information available about the “sparse” object. As we have seen in the classical setting the latter intrinsically is given in a hidden way. For the real models we believe that including such an information could help to provide meaningful concepts of sparseness. In the case of measuring the dimension of a set [7] such an additional knowledge could address the structure of the semi-algebraic maps which relate a given semi-algebraic set of dimension $d$ to $\mathbb{R}^d$. In [17] a specialization of the sparseness notion used in [7] and including such an additional computability property is investigated to relate exponential time classes in the BSS model with the complexity of the Boolean Satisfiability problem within real models.

Referring to the approach towards a sparseness-like notion followed in the present paper condition (b) could play the role of such an information.

It remains an open question to study well-structured sets in the full BSS model. This holds true as well with respect to Mahaney’s theorem as to the relations with exponential time classes. It remains open as well to study whether there are closer relationships between our notion and the classical one beside the fact that they imply similar properties for the corresponding computational models.
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