Chapter 12

Random Walks

12.1 Random Walks in Euclidean Space

In the last several chapters, we have studied sums of random variables with the goal being to describe the distribution and density functions of the sum. In this chapter, we shall look at sums of discrete random variables from a different perspective. We shall be concerned with properties which can be associated with the sequence of partial sums, such as the number of sign changes of this sequence, the number of terms in the sequence which equal 0, and the expected size of the maximum term in the sequence.

We begin with the following definition.

Definition 12.1 Let \( \{X_k\}_{k=1}^{\infty} \) be a sequence of independent, identically distributed discrete random variables. For each positive integer \( n \), we let \( S_n \) denote the sum \( X_1 + X_2 + \cdots + X_n \). The sequence \( \{S_n\}_{n=1}^{\infty} \) is called a random walk. If the common range of the \( X_k \)'s is \( \mathbb{R}^m \), then we say that \( \{S_n\} \) is a random walk in \( \mathbb{R}^m \).

We view the sequence of \( X_k \)'s as being the outcomes of independent experiments. Since the \( X_k \)'s are independent, the probability of any particular (finite) sequence of outcomes can be obtained by multiplying the probabilities that each \( X_k \) takes on the specified value in the sequence. Of course, these individual probabilities are given by the common distribution of the \( X_k \)'s. We will typically be interested in finding probabilities for events involving the related sequence of \( S_n \)'s. Such events can be described in terms of the \( X_k \)'s, so their probabilities can be calculated using the above idea.

There are several ways to visualize a random walk. One can imagine that a particle is placed at the origin in \( \mathbb{R}^m \) at time \( n = 0 \). The sum \( S_n \) represents the position of the particle at the end of \( n \) seconds. Thus, in the time interval \([n-1, n]\), the particle moves (or jumps) from position \( S_{n-1} \) to \( S_n \). The vector representing this motion is just \( S_n - S_{n-1} \), which equals \( X_n \). This means that in a random walk, the jumps are independent and identically distributed. If \( m = 1 \), for example, then one can imagine a particle on the real line that starts at the origin, and at the end of each second, jumps one unit to the right or the left, with probabilities given
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by the distribution of the $X_k$’s. If $m = 2$, one can visualize the process as taking place in a city in which the streets form square city blocks. A person starts at one corner (i.e., at an intersection of two streets) and goes in one of the four possible directions according to the distribution of the $X_k$’s. If $m = 3$, one might imagine being in a jungle gym, where one is free to move in any one of six directions (left, right, forward, backward, up, and down). Once again, the probabilities of these movements are given by the distribution of the $X_k$’s.

Another model of a random walk (used mostly in the case where the range is $\mathbb{R}^1$) is a game, involving two people, which consists of a sequence of independent, identically distributed moves. The sum $S_n$ represents the score of the first person, say, after $n$ moves, with the assumption that the score of the second person is $-S_n$. For example, two people might be flipping coins, with a match or non-match representing $+1$ or $-1$, respectively, for the first player. Or, perhaps one coin is being flipped, with a head or tail representing $+1$ or $-1$, respectively, for the first player.

Random Walks on the Real Line

We shall first consider the simplest non-trivial case of a random walk in $\mathbb{R}^1$, namely the case where the common distribution function of the random variables $X_n$ is given by

$$f_X(x) = \begin{cases} 
1/2, & \text{if } x = \pm 1, \\
0, & \text{otherwise}.
\end{cases}$$

This situation corresponds to a fair coin being flipped, with $S_n$ representing the number of heads minus the number of tails which occur in the first $n$ flips. We note that in this situation, all paths of length $n$ have the same probability, namely $2^{-n}$.

It is sometimes instructive to represent a random walk as a polygonal line, or path, in the plane, where the horizontal axis represents time and the vertical axis represents the value of $S_n$. Given a sequence $\{S_n\}$ of partial sums, we first plot the points $(n, S_n)$, and then for each $k < n$, we connect $(k, S_k)$ and $(k+1, S_{k+1})$ with a straight line segment. The length of a path is just the difference in the time values of the beginning and ending points on the path. The reader is referred to Figure 12.1. This figure, and the process it illustrates, are identical with the example, given in Chapter 1, of two people playing heads or tails.

Returns and First Returns

We say that an equalization has occurred, or there is a return to the origin at time $n$, if $S_n = 0$. We note that this can only occur if $n$ is an even integer. To calculate the probability of an equalization at time $2m$, we need only count the number of paths of length $2m$ which begin and end at the origin. The number of such paths is clearly

$$\binom{2m}{m}.$$ 

Since each path has probability $2^{-2m}$, we have the following theorem.
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Theorem 12.1 The probability of a return to the origin at time \( 2m \) is given by

\[
 u_{2m} = \binom{2m}{m} 2^{-2m} .
\]

The probability of a return to the origin at an odd time is 0.

A random walk is said to have a first return to the origin at time \( 2m \) if \( m > 0 \), and \( S_{2k} \neq 0 \) for all \( k < m \). In Figure 12.1, the first return occurs at time 2. We define \( f_{2m} \) to be the probability of this event. (We also define \( f_0 = 0 \).) One can think of the expression \( f_{2m} u_{2m} \) as the number of paths of length \( 2m \) between the points \((0,0)\) and \((2m,0)\) that do not touch the horizontal axis except at the endpoints. Using this idea, it is easy to prove the following theorem.

Theorem 12.2 For \( n \geq 1 \), the probabilities \( \{u_{2k}\} \) and \( \{f_{2k}\} \) are related by the equation

\[
 u_{2n} = f_0 u_{2n} + f_2 u_{2n-2} + \cdots + f_{2n} u_0 .
\]

Proof. There are \( u_{2n} 2^{2n} \) paths of length \( 2n \) which have endpoints \((0,0)\) and \((2n,0)\). The collection of such paths can be partitioned into \( n \) sets, depending upon the time of the first return to the origin. A path in this collection which has a first return to the origin at time \( 2k \) consists of an initial segment from \((0,0)\) to \((2k,0)\), in which no interior points are on the horizontal axis, and a terminal segment from \((2k,0)\) to \((2n,0)\), with no further restrictions on this segment. Thus, the number of paths in the collection which have a first return to the origin at time \( 2k \) is given by

\[
 f_{2k} 2^{2k} u_{2n-2k} 2^{2n-2k} = f_{2k} u_{2n-2k} 2^{2n} .
\]

If we sum over \( k \), we obtain the equation

\[
 u_{2n} 2^{2n} = f_0 u_{2n} 2^{2n} + f_2 u_{2n-2} 2^{2n} + \cdots + f_{2n} u_0 2^{2n} .
\]

Dividing both sides of this equation by \( 2^{2n} \) completes the proof. \( \square \)
The expression in the right-hand side of the above theorem should remind the reader of a sum that appeared in Definition 7.1 of the convolution of two distributions. The convolution of two sequences is defined in a similar manner. The above theorem says that the sequence \( \{u_{2n}\} \) is the convolution of itself and the sequence \( \{f_{2n}\} \). Thus, if we represent each of these sequences by an ordinary generating function, then we can use the above relationship to determine the value \( f_{2n} \).

**Theorem 12.3** For \( m \geq 1 \), the probability of a first return to the origin at time \( 2m \) is given by

\[
f_{2m} = \frac{u_{2m}}{2m-1} = \frac{\binom{2m}{m}}{(2m-1)2^{2m}}.
\]

**Proof.** We begin by defining the generating functions

\[
U(x) = \sum_{m=0}^{\infty} u_{2m} x^m
\]

and

\[
F(x) = \sum_{m=0}^{\infty} f_{2m} x^m.
\]

Theorem 12.2 says that

\[
U(x) = 1 + U(x) F(x).
\]

(The presence of the 1 on the right-hand side is due to the fact that \( u_0 \) is defined to be 1, but Theorem 12.2 only holds for \( m \geq 1 \).) We note that both generating functions certainly converge on the interval \((-1, 1)\), since all of the coefficients are at most 1 in absolute value. Thus, we can solve the above equation for \( F(x) \), obtaining

\[
F(x) = \frac{U(x) - 1}{U(x)}.
\]

Now, if we can find a closed-form expression for the function \( U(x) \), we will also have a closed-form expression for \( F(x) \). From Theorem 12.1, we have

\[
U(x) = \sum_{m=0}^{\infty} \binom{2m}{m} 2^{-2m} x^m.
\]

In Wilf,\(^1\) we find that

\[
\frac{1}{\sqrt{1-4x}} = \sum_{m=0}^{\infty} \binom{2m}{m} x^m.
\]

The reader is asked to prove this statement in Exercise 1. If we replace \( x \) by \( x/4 \) in the last equation, we see that

\[
U(x) = \frac{1}{\sqrt{1-x}}.
\]

---

Therefore, we have
\[
F(x) = \frac{U(x) - 1}{U(x)} = \frac{(1 - x)^{-1/2} - 1}{(1 - x)^{-1/2}} = 1 - (1 - x)^{1/2}.
\]

Although it is possible to compute the value of \( f_{2m} \) using the Binomial Theorem, it is easier to note that \( F'(x) = U(x)/2 \), so that the coefficients \( f_{2m} \) can be found by integrating the series for \( U(x) \). We obtain, for \( m \geq 1 \),
\[
f_{2m} = \frac{u_{2m-2}}{2m} \frac{(2m-2)}{(m-1)} m^{2m-1} = \frac{(2m)}{m} (2m-1)^{2m} = \frac{u_{2m}}{2m-1}.
\]

since
\[
\binom{2m-2}{m-1} = \frac{m}{2(2m-1)} \binom{2m}{m}.
\]

This completes the proof of the theorem.

**Probability of Eventual Return**

In the symmetric random walk process in \( \mathbb{R}^m \), what is the probability that the particle eventually returns to the origin? We first examine this question in the case that \( m = 1 \), and then we consider the general case. The results in the next two examples are due to Pólya.

**Example 12.1** (Eventual Return in \( \mathbb{R}^1 \)) One has to approach the idea of eventual return with some care, since the sample space seems to be the set of all walks of infinite length, and this set is non-denumerable. To avoid difficulties, we will define \( w_n \) to be the probability that a first return has occurred no later than time \( n \). Thus, \( w_n \) concerns the sample space of all walks of length \( n \), which is a finite set. In terms of the \( w_n \)'s, it is reasonable to define the probability that the particle eventually returns to the origin to be
\[
w_* = \lim_{n \to \infty} w_n.
\]

This limit clearly exists and is at most one, since the sequence \( \{w_n\}_{n=1}^{\infty} \) is an increasing sequence, and all of its terms are at most one.

---

In terms of the \( f_n \) probabilities, we see that

\[
w_{2n} = \sum_{i=1}^{n} f_{2i}.
\]

Thus,

\[
w_* = \sum_{i=1}^{\infty} f_{2i}.
\]

In the proof of Theorem 12.3, the generating function

\[
F(x) = \sum_{m=0}^{\infty} f_{2m} x^m
\]

was introduced. There it was noted that this series converges for \( x \in (-1, 1) \). In fact, it is possible to show that this series also converges for \( x = \pm 1 \) by using Exercise 4, together with the fact that

\[
f_{2m} = \frac{u_{2m}}{2m-1}.
\]

(This fact was proved in the proof of Theorem 12.3.) Since we also know that

\[
F(x) = 1 - (1 - x)^{1/2},
\]

we see that

\[
w_* = F(1) = 1.
\]

Thus, with probability one, the particle returns to the origin.

An alternative proof of the fact that \( w_* = 1 \) can be obtained by using the results in Exercise 2.

**Example 12.2** (Eventual Return in \( \mathbb{R}^m \)) We now turn our attention to the case that the random walk takes place in more than one dimension. We define \( f_{2n}^{(m)} \) to be the probability that the first return to the origin in \( \mathbb{R}^m \) occurs at time \( 2n \). The quantity \( u_{2n}^{(m)} \) is defined in a similar manner. Thus, \( f_{2n}^{(1)} \) and \( u_{2n}^{(1)} \) equal \( f_{2n} \) and \( u_{2n} \), which were defined earlier. If, in addition, we define \( u_{0}^{(m)} = 1 \) and \( f_{0}^{(m)} = 0 \), then one can mimic the proof of Theorem 12.2, and show that for all \( m \geq 1 \),

\[
u_{2n}^{(m)} = f_{0}^{(m)} u_{2n}^{(m)} + f_{2}^{(m)} u_{2n-2}^{(m)} + \cdots + f_{2n}^{(m)} u_{0}^{(m)} \quad (12.2)
\]

We continue to generalize previous work by defining

\[
U^{(m)}(x) = \sum_{n=0}^{\infty} u_{2n}^{(m)} x^n
\]

and

\[
F^{(m)}(x) = \sum_{n=0}^{\infty} f_{2n}^{(m)} x^n.
\]
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Then, by using Equation 12.2, we see that

\[ U^{(m)}(x) = 1 + U^{(m)}(x)F^{(m)}(x), \]

as before. These functions will always converge in the interval \((-1, 1)\), since all of their coefficients are at most one in magnitude. In fact, since

\[ w^{(m)} = \sum_{n=0}^{\infty} f^{(m)}_{2n} \leq 1 \]

for all \( m \), the series for \( F^{(m)}(x) \) converges at \( x = 1 \) as well, and \( F^{(m)}(x) \) is left-continuous at \( x = 1 \), i.e.,

\[ \lim_{x \to 1} F^{(m)}(x) = F^{(m)}(1). \]

Thus, we have

\[ w^{(m)} = \lim_{x \to 1} F^{(m)}(x) = \lim_{x \to 1} \frac{U^{(m)}(x) - 1}{U^{(m)}(x)}, \tag{12.3} \]

so to determine \( w^{(m)} \), it suffices to determine

\[ \lim_{x \to 1} U^{(m)}(x). \]

We let \( u^{(m)} \) denote this limit.

We claim that

\[ u^{(m)} = \sum_{n=0}^{\infty} u^{(m)}_{2n}. \]

(This claim is reasonable; it says that to find out what happens to the function \( U^{(m)}(x) \) at \( x = 1 \), just let \( x = 1 \) in the power series for \( U^{(m)}(x) \).) To prove the claim, we note that the coefficients \( u^{(m)}_{2n} \) are non-negative, so \( U^{(m)}(x) \) increases monotonically on the interval \([0, 1)\). Thus, for each \( K \), we have

\[ \sum_{n=0}^{K} u^{(m)}_{2n} \leq \lim_{x \to 1} U^{(m)}(x) = u^{(m)} \leq \sum_{n=0}^{\infty} u^{(m)}_{2n}. \]

By letting \( K \to \infty \), we see that

\[ u^{(m)} = \sum_{2n}^{\infty} u^{(m)}_{2n}. \]

This establishes the claim.

From Equation 12.3, we see that if \( u^{(m)} < \infty \), then the probability of an eventual return is

\[ \frac{u^{(m)} - 1}{u^{(m)}}, \]

while if \( u^{(m)} = \infty \), then the probability of eventual return is 1.

To complete the example, we must estimate the sum

\[ \sum_{n=0}^{\infty} u^{(m)}_{2n}. \]
In Exercise 12, the reader is asked to show that
\[ u_{2n}^{(2)} = \frac{1}{4^n} \binom{2n}{n}^2. \]

Using Stirling’s Formula, it is easy to show that (see Exercise 13)
\[ \binom{2n}{n} \sim \frac{2^{2n}}{\sqrt{\pi n}}, \]
so
\[ u_{2n}^{(2)} \sim \frac{1}{\pi n}. \]

From this it follows easily that
\[ \sum_{n=0}^{\infty} u_{2n}^{(2)} \]
diverges, so \( w_s^{(2)} = 1 \), i.e., in \( \mathbb{R}^2 \), the probability of an eventual return is 1.

When \( m = 3 \), Exercise 12 shows that
\[ u_{2n}^{(3)} = \frac{1}{2^{2n}} \binom{2n}{n} \sum_{j,k} \left( \frac{1}{3^n} \frac{n!}{j!k!(n-j-k)!} \right)^2. \]

Let \( M \) denote the largest value of
\[ \frac{n!}{j!k!(n-j-k)!}, \]
over all non-negative values of \( j \) and \( k \) with \( j+k \leq n \). It is easy, using Stirling’s Formula, to show that
\[ M \sim \frac{c}{n}, \]
for some constant \( c \). Thus, we have
\[ u_{2n}^{(3)} \leq \frac{1}{2^{2n}} \binom{2n}{n} \sum_{j,k} \left( \frac{M}{3^n} \frac{n!}{j!k!(n-j-k)!} \right)^2. \]

Using Exercise 14, one can show that the right-hand expression is at most
\[ \frac{c'}{n^{3/2}}, \]
where \( c' \) is a constant. Thus,
\[ \sum_{n=0}^{\infty} u_{2n}^{(3)} \]
converges, so \( w_s^{(3)} \) is strictly less than one. This means that in \( \mathbb{R}^3 \), the probability of an eventual return to the origin is strictly less than one (in fact, it is approximately .65).

One may summarize these results by stating that one should not get drunk in more than two dimensions.
Expected Number of Equalizations

We now give another example of the use of generating functions to find a general formula for terms in a sequence, where the sequence is related by recursion relations to other sequences. Exercise 9 gives still another example.

**Example 12.3** (Expected Number of Equalizations) In this example, we will derive a formula for the expected number of equalizations in a random walk of length $2^m$. As in the proof of Theorem 12.3, the method has four main parts. First, a recursion is found which relates the $m$th term in the unknown sequence to earlier terms in the same sequence and to terms in other (known) sequences. An example of such a recursion is given in Theorem 12.2. Second, the recursion is used to derive a functional equation involving the generating functions of the unknown sequence and one or more known sequences. Equation 12.1 is an example of such a functional equation. Third, the functional equation is solved for the unknown generating function. Last, using a device such as the Binomial Theorem, integration, or differentiation, a formula for the $m$th coefficient of the unknown generating function is found.

We begin by defining $g_{2^m}$ to be the number of equalizations among all of the random walks of length $2^m$. (For each random walk, we disregard the equalization at time 0.) We define $g_0 = 0$. Since the number of walks of length $2^m$ equals $2^{2^m}$, the expected number of equalizations among all such random walks is $g_{2^m}/2^{2^m}$.

Next, we define the generating function $G(x)$:

$$G(x) = \sum_{k=0}^{\infty} g_{2^k} x^k.$$ 

Now we need to find a recursion which relates the sequence $\{g_{2^k}\}$ to one or both of the known sequences $\{f_{2^k}\}$ and $\{u_{2^k}\}$. We consider $m$ to be a fixed positive integer, and consider the set of all paths of length $2^m$ as the disjoint union

$$E_2 \cup E_4 \cup \cdots \cup E_{2^m} \cup H,$$

where $E_{2^k}$ is the set of all paths of length $2^m$ with first equalization at time $2^k$, and $H$ is the set of all paths of length $2^m$ with no equalization. It is easy to show (see Exercise 3) that

$$|E_{2^k}| = f_{2^k}2^{2^m}.$$

We claim that the number of equalizations among all paths belonging to the set $E_{2^k}$ is equal to

$$|E_{2^k}| + 2^{2^k} f_{2^k} g_{2^{m-2^k}}.$$

Each path in $E_{2^k}$ has one equalization at time $2^k$, so the total number of such equalizations is just $|E_{2^k}|$. This is the first summand in expression Equation 12.4. There are $2^{2^k} f_{2^k}$ different initial segments of length $2^k$ among the paths in $E_{2^k}$. Each of these initial segments can be augmented to a path of length $2^m$ in $2^{2^m-2^k}$ ways, by adjoining all possible paths of length $2m - 2^k$. The number of equalizations obtained by adjoining all of these paths to any one initial segment is $g_{2^{m-2^k}}$, by...
definition. This gives the second summand in Equation 12.4. Since \( k \) can range from 1 to \( m \), we obtain the recursion

\[
g_{2m} = \sum_{k=1}^{m} \left( |E_{2k}| + 2^{2k} f_{2k} g_{2m-2k} \right),
\]

(12.5)

The second summand in the typical term above should remind the reader of a convolution. In fact, if we multiply the generating function \( G(x) \) by the generating function \( F(4x) = \sum_{k=0}^{\infty} 2^{2k} f_{2k} x^k \), the coefficient of \( x^m \) equals

\[
\sum_{k=0}^{m} 2^{2k} f_{2k} g_{2m-2k}.
\]

Thus, the product \( G(x)F(4x) \) is part of the functional equation that we are seeking. The first summand in the typical term in Equation 12.5 gives rise to the sum

\[
2^{2m} \sum_{k=1}^{m} f_{2k}.
\]

From Exercise 2, we see that this sum is just \((1 - u_{2m}) 2^{2m} \). Thus, we need to create a generating function whose \( m \)th coefficient is this term; this generating function is

\[
\sum_{m=0}^{\infty} (1 - u_{2m}) 2^{2m} x^m,
\]

or

\[
\sum_{m=0}^{\infty} 2^{2m} x^m + \sum_{m=0}^{\infty} u_{2m} x^m.
\]

The first sum is just \((1 - 4x)^{-1} \), and the second sum is \( U(4x) \). So, the functional equation which we have been seeking is

\[
G(x) = F(4x)G(x) + \frac{1}{1 - 4x} - U(4x) .
\]

If we solve this recursion for \( G(x) \), and simplify, we obtain

\[
G(x) = \frac{1}{(1 - 4x)^{3/2}} - \frac{1}{(1 - 4x)} .
\]

(12.6)

We now need to find a formula for the coefficient of \( x^m \). The first summand in Equation 12.6 is \((1/2) U''(4x) \), so the coefficient of \( x^m \) in this function is

\[
u_{2m+2} 2^{2m+1} (m + 1) .
\]

The second summand in Equation 12.6 is the sum of a geometric series with common ratio \( 4x \), so the coefficient of \( x^m \) is \( 2^{2m} \). Thus, we obtain
\begin{align*}
g_{2m} &= u_{2m+2}2^{m+1}(m + 1) - 2^{2m} \\
&= \frac{1}{2} \binom{2m+2}{m+1}(m + 1) - 2^{2m}.
\end{align*}

We recall that the quotient \( g_{2m}/2^{2m} \) is the expected number of equalizations among all paths of length \( 2m \). Using Exercise 4, it is easy to show that

\[ g_{2m}/2^{2m} \sim \sqrt{\frac{2}{\pi}} \sqrt{2m}. \]

In particular, this means that the average number of equalizations among all paths of length \( 4m \) is not twice the average number of equalizations among all paths of length \( 2m \). In order for the average number of equalizations to double, one must quadruple the lengths of the random walks.

It is interesting to note that if we define

\[ M_n = \max_{0 \leq k \leq n} S_k, \]

then we have

\[ E(M_n) \sim \sqrt{\frac{2}{\pi}} \sqrt{n}. \]

This means that the expected number of equalizations and the expected maximum value for random walks of length \( n \) are asymptotically equal as \( n \to \infty \). (In fact, it can be shown that the two expected values differ by at most \( 1/2 \) for all positive integers \( n \). See Exercise 9.)

\textbf{Exercises}

\begin{enumerate}
  \item Using the Binomial Theorem, show that

  \[ \frac{1}{\sqrt{1-4x}} = \sum_{m=0}^{\infty} \binom{2m}{m} x^m. \]

  What is the interval of convergence of this power series?

  \item \( n \geq 1 \),

  \[ f_{2m} = u_{2m-2} - u_{2m}. \]

  (b) Using part (a), find a closed-form expression for the sum

  \[ f_2 + f_4 + \cdots + f_{2m}. \]

  (c) Using part (a), show that

  \[ \sum_{m=1}^{\infty} f_{2m} = 1. \]

  (One can also obtain this statement from the fact that

  \[ F(x) = 1 - (1 - x)^{1/2}. \])
\end{enumerate}
(d) Using Exercise 2, show that the probability of no equalization in the first
2m outcomes equals the probability of an equalization at time 2m.

3 Using the notation of Example 12.3, show that
\[ |E_{2k}| = f_{2k} 2^{2m} \,.
\]

4 Using Stirling’s Formula, show that
\[ u_{2m} \sim \frac{1}{\sqrt{\pi m}} \,.
\]

5 A lead change in a random walk occurs at time 2k if \( S_{2k-1} \) and \( S_{2k+1} \) are of opposite sign.

(a) Give a rigorous argument which proves that among all walks of length
2m that have an equalization at time 2k, exactly half have a lead change
at time 2k.

(b) Deduce that the total number of lead changes among all walks of length
2m equals
\[ \frac{1}{2} (g_{2m} - u_{2m}) \,.
\]

(c) Find an asymptotic expression for the average number of lead changes
in a random walk of length 2m.

6 (a) Show that the probability that a random walk of length 2m has a last
return to the origin at time 2k, where 0 \( \leq k \leq m \), equals
\[ \frac{\binom{2k}{k} \binom{2m-2k}{m-k}}{2^{2m}} = u_{2k} u_{2m-2k} \,.
\]
(The case \( k = 0 \) consists of all paths that do not return to the origin at
any positive time.) Hint: A path whose last return to the origin occurs
at time 2k consists of two paths glued together, one path of which is of
length 2k and which begins and ends at the origin, and the other path
of which is of length 2m − 2k and which begins at the origin but never
returns to the origin. Both types of paths can be counted using quantities
which appear in this section.

(b) Using part (a), show that the probability that a walk of length 2m has
no equalization in the last m outcomes is equal to 1/2, regardless of the
value of m. Hint: The answer to part a) is symmetric in k and m − k.

7 Show that the probability of no equalization in a walk of length 2m equals
\[ u_{2m} \,.
\]

*8 Show that
\[ P(S_1 \geq 0, S_2 \geq 0, \ldots, S_{2m} \geq 0) = u_{2m} \,.
\]
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Hint: First explain why
\[
P(S_1 > 0, S_2 > 0, \ldots, S_{2m} > 0) = \frac{1}{2} P(S_1 \neq 0, S_2 \neq 0, \ldots, S_{2m} \neq 0).
\]
Then use Exercise 7, together with the observation that if no equalization occurs in the first $2m$ outcomes, then the path goes through the point $(1,1)$ and remains on or above the horizontal line $x = 1$.

\[\text{**9**}\]
In Feller, one finds the following theorem: Let $M_n$ be the random variable which gives the maximum value of $S_k$, for $1 \leq k \leq n$. Define
\[
p_{n,r} = \left(\frac{n}{n+r}\right)^2 2^{-n}.
\]
If $r \geq 0$, then
\[
P(M_n = r) = \begin{cases} p_{n,r}, & \text{if } r \equiv n \pmod{2}, \\ 1, & \text{if } p \geq q, \end{cases}
\]
\[
P(M_n = r) = \begin{cases} p_{n,r}, & \text{if } r \equiv n \pmod{2}, \\ p_{n,r+1}, & \text{if } r \not\equiv n \pmod{2}. \end{cases}
\]
(a) Using this theorem, show that
\[
E(M_{2m}) = \frac{1}{2^{2m}} \sum_{k=1}^{m} (4k - 1) \binom{2m}{m+k},
\]
and if $n = 2m + 1$, then
\[
E(M_{2m+1}) = \frac{1}{2^{2m+1}} \sum_{k=0}^{m} (4k + 1) \binom{2m+1}{m+k+1}.
\]
(b) For $m \geq 1$, define
\[
r_m = \sum_{k=1}^{m} k \binom{2m}{m+k}
\]
and
\[
s_m = \sum_{k=1}^{m} k \binom{2m+1}{m+k+1}.
\]
By using the identity
\[
\binom{n}{k} = \binom{n-1}{k-1} + \binom{n-1}{k},
\]
show that
\[
s_m = 2r_m - \frac{1}{2} \binom{2m}{m} - \binom{2m}{m}.
\]
and
\[ r_m = 2s_{m-1} + \frac{1}{2} 2^{2m-1}, \]
if \( m \geq 2. \)

(c) Define the generating functions
\[ R(x) = \sum_{k=1}^{\infty} r_k x^k \]
and
\[ S(x) = \sum_{k=1}^{\infty} s_k x^k. \]

Show that
\[ S(x) = 2R(x) - \frac{1}{2} \left( \frac{1}{1 - 4x} \right) + \frac{1}{2} \left( \sqrt{1 - 4x} \right) \]
and
\[ R(x) = 2xS(x) + x \left( \frac{1}{1 - 4x} \right). \]

(d) Show that
\[ R(x) = \frac{x}{(1 - 4x)^{3/2}}, \]
and
\[ S(x) = \frac{1}{2} \left( \frac{1}{(1 - 4x)^{3/2}} \right) - \frac{1}{2} \left( \frac{1}{1 - 4x} \right). \]

(e) Show that
\[ r_m = m \binom{2m-1}{m-1}, \]
and
\[ s_m = \frac{1}{2} (m + 1) \binom{2m+1}{m} - \frac{1}{2} 2^{2m}. \]

(f) Show that
\[ E(M_{2m}) = \frac{m}{2^{2m-1}} \binom{2m}{m} + \frac{1}{2^{2m+1}} \binom{2m}{m} - \frac{1}{2}, \]
and
\[ E(M_{2m+1}) = \frac{m + 1}{2^{2m+1}} \binom{2m+2}{m+1} - \frac{1}{2}. \]

The reader should compare these formulas with the expression for \( g_{2m}/2^{(2m)} \) in Example 12.3.
12.1. RANDOM WALKS IN EUCLIDEAN SPACE

*10 (from K. Levasseur) A parent and his child play the following game. A deck of 2n cards, n red and n black, is shuffled. The cards are turned up one at a time. Before each card is turned up, the parent and the child guess whether it will be red or black. Whoever makes more correct guesses wins the game. The child is assumed to guess each color with the same probability, so she will have a score of n, on average. The parent keeps track of how many cards of each color have already been turned up. If more black cards, say, than red cards remain in the deck, then the parent will guess black, while if an equal number of each color remain, then the parent guesses each color with probability 1/2. What is the expected number of correct guesses that will be made by the parent? Hint: Each of the $\binom{2n}{n}$ possible orderings of red and black cards corresponds to a random walk of length 2n that returns to the origin at time 2n. Show that between each pair of successive equalizations, the parent will be right exactly once more than he will be wrong. Explain why this means that the average number of correct guesses by the parent is greater than n by exactly one-half the average number of equalizations. Define the random variable $X_i$ to be 1 if there is an equalization at time $2^i$, and 0 otherwise. Then, among all relevant paths, we have

$$E(X_i) = P(X_i = 1) = \frac{\binom{2n-2i}{n-i}\binom{2i}{i}}{\binom{2n}{i}}.$$ 

Thus, the expected number of equalizations equals

$$E\left(\sum_{i=1}^{n} X_i\right) = \frac{1}{\binom{2n}{n}} \sum_{i=1}^{n} \binom{2n-2i}{n-i}\binom{2i}{i}.$$ 

One can now use generating functions to find the value of the sum.

It should be noted that in a game such as this, a more interesting question than the one asked above is what is the probability that the parent wins the game? For this game, this question was answered by D. Zagier. He showed that the probability of winning is asymptotic (for large n) to the quantity

$$\frac{1}{2} + \frac{1}{2\sqrt{2}}.$$ 

*11 Prove that

$$u^{(2)}_{2n} = \frac{1}{4^{2n}} \sum_{k=0}^{n} k!k!(n-k)!(n-k)!,$$

and

$$u^{(3)}_{2n} = \frac{1}{6^{2n}} \sum_{j,k} j!j!k!(n-j-k)!(n-j-k)!.$$ 

---


where the last sum extends over all non-negative \( j \) and \( k \) with \( j + k \leq n \). Also show that this last expression may be rewritten as

\[
\frac{1}{2^{2n}} \binom{2n}{n} \sum_{j,k} \left( \frac{1}{3^n} \frac{n!}{j!k!(n-j-k)!} \right)^2.
\]

*12 Prove that if \( n \geq 0 \), then

\[
\sum_{k=0}^{n} \binom{n}{k}^2 = \binom{2n}{n}.
\]

**Hint:** Write the sum as

\[
\sum_{k=0}^{n} \binom{n}{k} \binom{n}{n-k}
\]

and explain why this is a coefficient in the product

\[
(1 + x)^n (1 + x)^n.
\]

Use this, together with Exercise 11, to show that

\[
u_{2n}^{(2)} = \frac{1}{4^{2n}} \binom{2n}{n} \sum_{k=0}^{n} \binom{n}{k}^2 = \frac{1}{4^{2n}} \binom{2n}{n}^2.
\]

*13 Using Stirling’s Formula, prove that

\[
\binom{2n}{n} \sim \frac{2^{2n}}{\sqrt{\pi n}}.
\]

*14 Prove that

\[
\sum_{j,k} \left( \frac{1}{3^n} \frac{n!}{j!k!(n-j-k)!} \right) = 1
\]

where the sum extends over all non-negative \( j \) and \( k \) such that \( j + k \leq n \).

**Hint:** Count how many ways one can place \( n \) labelled balls in 3 labelled urns.

*15 Using the result proved for the random walk in \( \mathbb{R}^3 \) in Example 12.2, explain why the probability of an eventual return in \( \mathbb{R}^n \) is strictly less than one, for all \( n \geq 3 \). **Hint:** Consider a random walk in \( \mathbb{R}^n \) and disregard all but the first three coordinates of the particle’s position.

### 12.2 Gambler’s Ruin

In the last section, the simplest kind of symmetric random walk in \( \mathbb{R}^1 \) was studied. In this section, we remove the assumption that the random walk is symmetric. Instead, we assume that \( p \) and \( q \) are non-negative real numbers with \( p + q = 1 \), and that the common distribution function of the jumps of the random walk is

\[
f_X(x) = \begin{cases} 
p, & \text{if } x = 1, 
q, & \text{if } x = -1.
\end{cases}
\]
One can imagine the random walk as representing a sequence of tosses of a weighted coin, with a head appearing with probability $p$ and a tail appearing with probability $q$. An alternative formulation of this situation is that of a gambler playing a sequence of games against an adversary (sometimes thought of as another person, sometimes called “the house”) where, in each game, the gambler has probability $p$ of winning.

The Gambler’s Ruin Problem

The above formulation of this type of random walk leads to a problem known as the Gambler’s Ruin problem. This problem was introduced in Exercise 23, but we will give the description of the problem again. A gambler starts with a “stake” of size $s$. She plays until her capital reaches the value $M$ or the value 0. In the language of Markov chains, these two values correspond to absorbing states. We are interested in studying the probability of occurrence of each of these two outcomes.

One can also assume that the gambler is playing against an “infinitely rich” adversary. In this case, we would say that there is only one absorbing state, namely when the gambler’s stake is 0. Under this assumption, one can ask for the probability that the gambler is eventually ruined.

We begin by defining $q_k$ to be the probability that the gambler’s stake reaches 0, i.e., she is ruined, before it reaches $M$, given that the initial stake is $k$. We note that $q_0 = 1$ and $q_M = 0$. The fundamental relationship among the $q_k$’s is the following:

$$q_k = pq_{k+1} + qq_{k-1},$$

where $1 \leq k \leq M - 1$. This holds because if her stake equals $k$, and she plays one game, then her stake becomes $k + 1$ with probability $p$ and $k - 1$ with probability $q$. In the first case, the probability of eventual ruin is $q_{k+1}$ and in the second case, it is $q_{k-1}$. We note that since $p + q = 1$, we can write the above equation as

$$p(q_{k+1} - q_k) = q(q_k - q_{k-1}),$$

or

$$q_{k+1} - q_k = \frac{q}{p} (q_k - q_{k-1}).$$

From this equation, it is easy to see that

$$q_{k+1} - q_k = \left(\frac{q}{p}\right)^k (q_1 - q_0). \quad (12.7)$$

We now use telescoping sums to obtain an equation in which the only unknown is $q_1$:

$$-1 = q_M - q_0 = \sum_{k=0}^{M-1} (q_{k+1} - q_k).$$
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so

\[-1 = \sum_{k=0}^{M-1} \left( \frac{q}{p} \right)^k (q_1 - q_0)\]

\[= (q_1 - q_0) \sum_{k=0}^{M-1} \left( \frac{q}{p} \right)^k.\]

If \( p \neq q \), then the above expression equals

\[(q_1 - q_0) \frac{(q/p)^M - 1}{(q/p) - 1},\]

while if \( p = q = 1/2 \), then we obtain the equation

\[-1 = (q_1 - q_0) M.\]

For the moment we shall assume that \( p \neq q \). Then we have

\[q_1 - q_0 = -\frac{(q/p) - 1}{(q/p)^M - 1}.\]

Now, for any \( z \) with \( 1 \leq z \leq M \), we have

\[q_z - q_0 = \sum_{k=0}^{z-1} (q_{k+1} - q_k)\]

\[= (q_1 - q_0) \sum_{k=0}^{z-1} \left( \frac{q}{p} \right)^k\]

\[= -(q_1 - q_0) \frac{(q/p)^z - 1}{(q/p) - 1}\]

\[= -\frac{(q/p)^z - 1}{(q/p)^M - 1}.\]

Therefore,

\[q_z = 1 - \frac{(q/p)^z - 1}{(q/p)^M - 1}\]

\[= \frac{(q/p)^M - (q/p)^z}{(q/p)^M - 1}.\]

Finally, if \( p = q = 1/2 \), it is easy to show that (see Exercise 10)

\[q_z = M - z \frac{M}{M}.\]

We note that both of these formulas hold if \( z = 0 \).

We define, for \( 0 \leq z \leq M \), the quantity \( p_z \) to be the probability that the gambler’s stake reaches \( M \) without ever having reached 0. Since the game might
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continue indefinitely, it is not obvious that $p_z + q_z = 1$ for all $z$. However, one can use the same method as above to show that if $p \neq q$, then

$$q_z = \frac{(q/p)^z - 1}{(q/p)^M - 1},$$

and if $p = q = 1/2$, then

$$q_z = \frac{z}{M}.$$  

Thus, for all $z$, it is the case that $p_z + q_z = 1$, so the game ends with probability 1.

Infinitely Rich Adversaries

We now turn to the problem of finding the probability of eventual ruin if the gambler is playing against an infinitely rich adversary. This probability can be obtained by letting $M$ go to $\infty$ in the expression for $q_z$ calculated above. If $q < p$, then the expression approaches $(q/p)^z$, and if $q > p$, the expression approaches 1. In the case $p = q = 1/2$, we recall that $q_z = 1 - z/M$. Thus, if $M \to \infty$, we see that the probability of eventual ruin tends to 1.

Historical Remarks

In 1711, De Moivre, in his book *De Mesura Sortis*, gave an ingenious derivation of the probability of ruin. The following description of his argument is taken from David.\(^6\) The notation used is as follows: We imagine that there are two players, A and B, and the probabilities that they win a game are $p$ and $q$, respectively. The players start with $a$ and $b$ counters, respectively.

Imagine that each player starts with his counters before him in a pile, and that nominal values are assigned to the counters in the following manner. A’s bottom counter is given the nominal value $q/p$; the next is given the nominal value $(q/p)^2$, and so on until his top counter which has the nominal value $(q/p)^a$. B’s top counter is valued $(q/p)^{a+1}$, and so on downwards until his bottom counter which is valued $(q/p)^{a+b}$. After each game the loser’s top counter is transferred to the top of the winner’s pile, and it is always the top counter which is staked for the next game. Then in terms of the nominal values B’s stake is always $q/p$ times A’s, so that at every game each player’s nominal expectation is nil. This remains true throughout the play; therefore A’s chance of winning all B’s counters, multiplied by his nominal gain if he does so, must equal B’s chance multiplied by B’s nominal gain. Thus,
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Using this equation, together with the fact that

\[ P_a + P_b = 1 , \]

it can easily be shown that

\[ P_a = \frac{(q/p)^a - 1}{(q/p)^a + b - 1} , \]

if \( p \neq q \), and

\[ P_a = \frac{a}{a + b} , \]

if \( p = q = 1/2 \).

In terms of modern probability theory, de Moivre is changing the values of the counters to make an unfair game into a fair game, which is called a martingale. With the new values, the expected fortune of player A (that is, the sum of the nominal values of his counters) after each play equals his fortune before the play (and similarly for player B). (For a simpler martingale argument, see Exercise 9.) De Moivre then uses the fact that when the game ends, it is still fair, thus Equation 12.8 must be true. This fact requires proof, and is one of the central theorems in the area of martingale theory.

**Exercises**

1. In the gambler’s ruin problem, assume that the gambler initial stake is 1 dollar, and assume that her probability of success on any one game is \( p \). Let \( T \) be the number of games until 0 is reached (the gambler is ruined). Show that the generating function for \( T \) is

\[ h(z) = \frac{1 - \sqrt{1 - 4pqz^2}}{2pz} , \]

and that

\[ h(1) = \begin{cases} 
q/p & \text{if } q \leq p, \\
1 & \text{if } q > p,
\end{cases} \]

and

\[ h'(1) = \begin{cases} 
1/(q - p) & \text{if } q > p, \\
\infty & \text{if } q = p.
\end{cases} \]

Interpret your results in terms of the time \( T \) to reach 0. (See also Example 10.7.)

2. Show that the Taylor series expansion for \( \sqrt{1-x} \) is

\[ \sqrt{1-x} = \sum_{n=0}^{\infty} \binom{1/2}{n} x^n , \]

where the binomial coefficient \( \binom{1/2}{n} \) is

\[ \binom{1/2}{n} = \frac{(1/2)(1/2 - 1)\cdots(1/2 - n + 1)}{n!} . \]
Using this and the result of Exercise 1, show that the probability that the gambler is ruined on the $n$th step is

$$p_T(n) = \begin{cases} \frac{(-1)^{k-1}}{2p} \left( \frac{1}{k} \right) (4pq)^k, & \text{if } n = 2k - 1, \\ 0, & \text{if } n = 2k. \end{cases}$$

3. For the gambler’s ruin problem, assume that the gambler starts with $k$ dollars. Let $T_k$ be the time to reach 0 for the first time.

(a) Show that the generating function $h_k(t)$ for $T_k$ is the $k$th power of the generating function for the time $T$ to ruin starting at 1. *Hint:* Let $T_k = U_1 + U_2 + \cdots + U_k$, where $U_j$ is the time for the walk starting at $j$ to reach $j - 1$ for the first time.

(b) Find $h_k(1)$ and $h'_k(1)$ and interpret your results.

4. (The next three problems come from Feller.) As in the text, assume that $M$ is a fixed positive integer.

(a) Show that if a gambler starts with an stake of 0 (and is allowed to have a negative amount of money), then the probability that her stake reaches the value of $M$ before it returns to 0 equals $p(1 - q_1)$.

(b) Show that if the gambler starts with a stake of $M$ then the probability that her stake reaches 0 before it returns to $M$ equals $qq^{M-1}$.

5. Suppose that a gambler starts with a stake of 0 dollars.

(a) Show that the probability that her stake never reaches $M$ before returning to 0 equals $1 - p(1 - q_1)$.

(b) Show that the probability that her stake reaches the value $M$ exactly $k$ times before returning to 0 equals $p(1 - q_1)(1 - qq_{M-1})^{k-1}(qq_{M-1})$. *Hint:* Use Exercise 4.

6. In the text, it was shown that if $q < p$, there is a positive probability that a gambler, starting with a stake of 0 dollars, will never return to the origin. Thus, we will now assume that $q \geq p$. Using Exercise 5, show that if a gambler starts with a stake of 0 dollars, then the expected number of times her stake equals $M$ before returning to 0 equals $(p/q)^M$, if $q > p$ and 1, if $q = p$. (We quote from Feller: “The truly amazing implications of this result appear best in the language of fair games. A perfect coin is tossed until the first equalization of the accumulated numbers of heads and tails. The gambler receives one penny for every time that the accumulated number of heads exceeds the accumulated number of tails by $m$. The ‘fair entrance fee’ equals 1 independent of $m$.”)

---

7W. Feller, op. cit., pg. 367.
7 In the game in Exercise 6, let \( p = q = 1/2 \) and \( M = 10 \). What is the probability that the gambler’s stake equals \( M \) at least 20 times before it returns to 0?

8 Write a computer program which simulates the game in Exercise 6 for the case \( p = q = 1/2 \), and \( M = 10 \).

9 In de Moivre’s description of the game, we can modify the definition of player A’s fortune in such a way that the game is still a martingale (and the calculations are simpler). We do this by assigning nominal values to the counters in the same way as de Moivre, but each player’s current fortune is defined to be just the value of the counter which is being wagered on the next game. So, if player A has \( a \) counters, then his current fortune is \((q/p)^a\) (we stipulate this to be true even if \( a = 0 \)). Show that under this definition, player A’s expected fortune after one play equals his fortune before the play, if \( p \neq q \). Then, as de Moivre does, write an equation which expresses the fact that player A’s expected final fortune equals his initial fortune. Use this equation to find the probability of ruin of player A.

10 Assume in the gambler’s ruin problem that \( p = q = 1/2 \).

(a) Using Equation 12.7, together with the facts that \( q_0 = 1 \) and \( q_M = 0 \), show that for \( 0 \leq z \leq M \),

\[
q_z = \frac{M - z}{M}.
\]

(b) In Equation 12.8, let \( p \to 1/2 \) (and since \( q = 1 - p \), \( q \to 1/2 \) as well). Show that in the limit,

\[
q_z = \frac{M - z}{M}.
\]

_Hint:_ Replace \( q \) by \( 1 - p \), and use L’Hopital’s rule.

11 In American casinos, the roulette wheels have the integers between 1 and 36, together with 0 and 00. Half of the non-zero numbers are red, the other half are black, and 0 and 00 are green. A common bet in this game is to bet a dollar on red. If a red number comes up, the bettor gets her dollar back, and also gets another dollar. If a black or green number comes up, she loses her dollar.

(a) Suppose that someone starts with 40 dollars, and continues to bet on red until either her fortune reaches 50 or 0. Find the probability that her fortune reaches 50 dollars.

(b) How much money would she have to start with, in order for her to have a 95% chance of winning 10 dollars before going broke?

(c) A casino owner was once heard to remark that “If we took 0 and 00 off of the roulette wheel, we would still make lots of money, because people would continue to come in and play until they lost all of their money.” Do you think that such a casino would stay in business?
12.3 Arc Sine Laws

In Exercise 12.1.6, the distribution of the time of the last equalization in the symmetric random walk was determined. If we let \( \alpha_{2k,2m} \) denote the probability that a random walk of length \( 2m \) has its last equalization at time \( 2k \), then we have

\[
\alpha_{2k,2m} = u_{2k}u_{2m-2k}.
\]

We shall now show how one can approximate the distribution of the \( \alpha \)'s with a simple function. We recall that

\[
u_{2k} \sim \frac{1}{\sqrt{\pi k}}.
\]

Therefore, as both \( k \) and \( m \) go to \( \infty \), we have

\[
\alpha_{2k,2m} \sim \frac{1}{\pi \sqrt{k(m-k)}}.
\]

This last expression can be written as

\[
\frac{1}{\pi m \sqrt{k/m}(1-k/m)}.
\]

Thus, if we define

\[
f(x) = \frac{1}{\pi \sqrt{x(1-x)}},
\]

for \( 0 < x < 1 \), then we have

\[
\alpha_{2k,2m} \approx \frac{1}{m} f\left(\frac{k}{m}\right).
\]

The reason for the \( \approx \) sign is that we no longer require that \( k \) get large. This means that we can replace the discrete \( \alpha_{2k,2m} \) distribution by the continuous density \( f(x) \) on the interval \([0,1]\) and obtain a good approximation. In particular, if \( x \) is a fixed real number between 0 and 1, then we have

\[
\sum_{k \leq x m} \alpha_{2k,2m} \approx \int_0^x f(t) \, dt.
\]

It turns out that \( f(x) \) has a nice antiderivative, so we can write

\[
\sum_{k \leq x m} \alpha_{2k,2m} \approx \frac{2}{\pi} \arcsin \sqrt{x}.
\]

One can see from the graph of this last function that it has a minimum at \( x = 1/2 \) and is symmetric about that point. As noted in the exercise, this implies that half of the walks of length \( 2m \) have no equalizations after time \( m \), a fact which probably would not be guessed.

It turns out that the arc sine density comes up in the answers to many other questions concerning random walks on the line. Recall that in Section 12.1, a
random walk could be viewed as a polygonal line connecting \((0, 0)\) with \((m, S_m)\). Under this interpretation, we define \(b_{2k, 2m}\) to be the probability that a random walk of length \(2m\) has exactly \(2k\) of its \(2m\) polygonal line segments above the \(t\)-axis.

The probability \(b_{2k, 2m}\) is frequently interpreted in terms of a two-player game. (The reader will recall the game Heads or Tails, in Example 1.4.) Player A is said to be in the lead at time \(n\) if the random walk is above the \(t\)-axis at that time, or if the random walk is on the \(t\)-axis at time \(n\) but above the \(t\)-axis at time \(n - 1\). (At time 0, neither player is in the lead.) One can ask what is the most probable number of times that player A is in the lead, in a game of length \(2m\). Most people will say that the answer to this question is \(m\). However, the following theorem says that \(m\) is the least likely number of times that player A is in the lead, and the most likely number of times in the lead is 0 or \(2m\).

**Theorem 12.4** If Peter and Paul play a game of Heads or Tails of length \(2m\), the probability that Peter will be in the lead exactly \(2k\) times is equal to

\[
\alpha_{2k, 2m}.
\]

**Proof.** To prove the theorem, we need to show that

\[
b_{2k, 2m} = \alpha_{2k, 2m}. \tag{12.9}
\]

Exercise 12.1.7 shows that \(b_{2m, 2m} = u_{2m}\) and \(b_{0, 2m} = u_{2m}\), so we only need to prove that Equation 12.9 holds for \(1 \leq k \leq m - 1\). We can obtain a recursion involving the \(b\)'s and the \(f\)'s (defined in Section 12.1) by counting the number of paths of length \(2m\) that have exactly \(2k\) of their segments above the \(t\)-axis, where \(1 \leq k \leq m - 1\). To count this collection of paths, we assume that the first return occurs at time \(2j\), where \(1 \leq j \leq m - 1\). There are two cases to consider. Either during the first \(2j\) outcomes the path is above the \(t\)-axis or below the \(t\)-axis. In the first case, it must be true that the path has exactly \((2k - 2j)\) line segments above the \(t\)-axis, between \(t = 2j\) and \(t = 2m\). In the second case, it must be true that the path has exactly \(2k\) line segments above the \(t\)-axis, between \(t = 2j\) and \(t = 2m\).

We now count the number of paths of the various types described above. The number of paths of length \(2j\) all of whose line segments lie above the \(t\)-axis and which return to the origin for the first time at time \(2j\) equals \((1/2)2^{2j}f_{2j}\). This also equals the number of paths of length \(2j\) all of whose line segments lie below the \(t\)-axis and which return to the origin for the first time at time \(2j\). The number of paths of length \((2m - 2j)\) which have exactly \((2k - 2j)\) line segments above the \(t\)-axis is \(b_{2k - 2j, 2m - 2j}\). Finally, the number of paths of length \((2m - 2j)\) which have exactly \(2k\) line segments above the \(t\)-axis is \(b_{2k, 2m - 2j}\). Therefore, we have

\[
b_{2k, 2m} = \frac{1}{2} \sum_{j=1}^{k} f_{2j} b_{2k - 2j, 2m - 2j} + \frac{1}{2} \sum_{j=1}^{m-k} f_{2j} b_{2k, 2m - 2j}.
\]

We now assume that Equation 12.9 is true for \(m < n\). Then we have
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\[ b_{2k,2m} = \frac{1}{2} \sum_{j=1}^{k} f_{2j} \alpha_{2k-2j,2m-2j} + \frac{1}{2} \sum_{j=1}^{m-k} f_{2j} \alpha_{2k,2m-2j} \]

\[ = \frac{1}{2} \sum_{j=1}^{m-k} f_{2j} \beta_{2k-2j} \beta_{2m-2j} + \frac{1}{2} \sum_{j=1}^{m-k} f_{2j} \beta_{2k} \beta_{2m-2j} - \frac{1}{2} \sum_{j=1}^{m-k} f_{2j} \beta_{2k-2j} \beta_{2m-2j} \]

\[ = \frac{1}{2} \beta_{2m-2k} \beta_{2k} + \frac{1}{2} \beta_{2k} \beta_{2m-2k} \]

where the last equality follows from Theorem 12.2. Thus, we have

\[ b_{2k,2m} = \alpha_{2k,2n} \]

which completes the proof.

We illustrate the above theorem by simulating 10,000 games of Heads or Tails, with each game consisting of 40 tosses. The distribution of the number of times that Peter is in the lead is given in Figure 12.2, together with the arc sine density.

We end this section by stating two other results in which the arc sine density appears. Proofs of these results may be found in Feller.\(^8\)

**Theorem 12.5** Let \( J \) be the random variable which, for a given random walk of length \( 2m \), gives the smallest subscript \( j \) such that \( S_j = S_{2m} \). (Such a subscript \( j \) must be even, by parity considerations.) Let \( \gamma_{2k,2m} \) be the probability that \( J = 2k \). Then we have

\[ \gamma_{2k,2m} = \alpha_{2k,2m} \]

\(^8\)W. Feller, op. cit., pp. 93–94.
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The next theorem says that the arc sine density is applicable to a wide range of situations. A continuous distribution function $F(x)$ is said to be symmetric if $F(x) = 1 - F(-x)$. (If $X$ is a continuous random variable with a symmetric distribution function, then for any real $x$, we have $P(X \leq x) = P(X \geq -x)$.) We imagine that we have a random walk of length $n$ in which each summand has the distribution $F(x)$, where $F$ is continuous and symmetric. The subscript of the first maximum of such a walk is the unique subscript $k$ such that

$$S_k > S_0, \ldots, S_k > S_{k-1}, S_k \geq S_{k+1}, \ldots, S_k \geq S_n.$$ 

We define the random variable $K_n$ to be the subscript of the first maximum. We can now state the following theorem concerning the random variable $K_n$.

**Theorem 12.6** Let $F$ be a symmetric continuous distribution function, and let $\alpha$ be a fixed real number strictly between 0 and 1. Then as $n \to \infty$, we have

$$P(K_n < n\alpha) \to \frac{2}{\pi} \arcsin \sqrt{\alpha}.$$ 

$$\square$$

A version of this theorem that holds for a symmetric random walk can also be found in Feller.

**Exercises**

1. For a random walk of length $2m$, define $\epsilon_k$ to equal 1 if $S_k > 0$, or if $S_{k-1} = 1$ and $S_k = 0$. Define $\epsilon_k$ to equal -1 in all other cases. Thus, $\epsilon_k$ gives the side of the t-axis that the random walk is on during the time interval $[k-1,k]$. A “law of large numbers” for the sequence $\{\epsilon_k\}$ would say that for any $\delta > 0$, we would have

$$P\left( -\delta < \frac{\epsilon_1 + \epsilon_2 + \cdots + \epsilon_n}{n} < \delta \right) \to 1$$

as $n \to \infty$. Even though the $\epsilon$'s are not independent, the above assertion certainly appears reasonable. Using Theorem 12.4, show that if $-1 \leq x \leq 1$, then

$$\lim_{n \to \infty} P\left( \frac{\epsilon_1 + \epsilon_2 + \cdots + \epsilon_n}{n} < x \right) = \frac{2}{\pi} \arcsin \sqrt{\frac{1+x}{2}}.$$ 

2. Given a random walk $W$ of length $m$, with summands

$$\{X_1, X_2, \ldots, X_m\},$$

define the reversed random walk to be the walk $W^*$ with summands

$$\{X_m, X_{m-1}, \ldots, X_1\}.$$ 

(a) Show that the $k$th partial sum $S_k^*$ satisfies the equation

$$S_k^* = S_m - S_{n-k},$$

where $S_k$ is the $k$th partial sum for the random walk $W$. 
(b) Explain the geometric relationship between the graphs of a random walk and its reversal. (It is not in general true that one graph is obtained from the other by reflecting in a vertical line.)

(c) Use parts (a) and (b) to prove Theorem 12.5.
Appendix A

Normal distribution table

NA (0, d) = area of shaded region

<table>
<thead>
<tr>
<th>d</th>
<th>.00</th>
<th>.01</th>
<th>.02</th>
<th>.03</th>
<th>.04</th>
<th>.05</th>
<th>.06</th>
<th>.07</th>
<th>.08</th>
<th>.09</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0000</td>
<td>.0040</td>
<td>.0080</td>
<td>.0120</td>
<td>.0160</td>
<td>.0199</td>
<td>.0239</td>
<td>.0279</td>
<td>.0319</td>
<td>.0359</td>
</tr>
<tr>
<td>0.1</td>
<td>.0398</td>
<td>.0438</td>
<td>.0478</td>
<td>.0517</td>
<td>.0557</td>
<td>.0596</td>
<td>.0636</td>
<td>.0675</td>
<td>.0714</td>
<td>.0753</td>
</tr>
<tr>
<td>0.2</td>
<td>.0793</td>
<td>.0832</td>
<td>.0871</td>
<td>.0910</td>
<td>.0948</td>
<td>.0987</td>
<td>.1026</td>
<td>.1064</td>
<td>.1103</td>
<td>.1141</td>
</tr>
<tr>
<td>0.3</td>
<td>.1179</td>
<td>.1217</td>
<td>.1255</td>
<td>.1293</td>
<td>.1331</td>
<td>.1368</td>
<td>.1406</td>
<td>.1443</td>
<td>.1480</td>
<td>.1517</td>
</tr>
<tr>
<td>0.4</td>
<td>.1554</td>
<td>.1591</td>
<td>.1628</td>
<td>.1664</td>
<td>.1700</td>
<td>.1736</td>
<td>.1772</td>
<td>.1808</td>
<td>.1844</td>
<td>.1879</td>
</tr>
<tr>
<td>0.5</td>
<td>.1915</td>
<td>.1950</td>
<td>.1985</td>
<td>.2019</td>
<td>.2054</td>
<td>.2088</td>
<td>.2123</td>
<td>.2157</td>
<td>.2190</td>
<td>.2224</td>
</tr>
<tr>
<td>0.6</td>
<td>.2257</td>
<td>.2291</td>
<td>.2324</td>
<td>.2357</td>
<td>.2389</td>
<td>.2422</td>
<td>.2454</td>
<td>.2486</td>
<td>.2517</td>
<td>.2549</td>
</tr>
<tr>
<td>0.7</td>
<td>.2580</td>
<td>.2611</td>
<td>.2642</td>
<td>.2673</td>
<td>.2704</td>
<td>.2734</td>
<td>.2764</td>
<td>.2794</td>
<td>.2823</td>
<td>.2852</td>
</tr>
<tr>
<td>0.8</td>
<td>.2881</td>
<td>.2910</td>
<td>.2939</td>
<td>.2967</td>
<td>.2995</td>
<td>.3023</td>
<td>.3051</td>
<td>.3078</td>
<td>.3106</td>
<td>.3133</td>
</tr>
<tr>
<td>0.9</td>
<td>.3159</td>
<td>.3186</td>
<td>.3212</td>
<td>.3238</td>
<td>.3264</td>
<td>.3289</td>
<td>.3315</td>
<td>.3340</td>
<td>.3365</td>
<td>.3389</td>
</tr>
<tr>
<td>1.0</td>
<td>.3413</td>
<td>.3438</td>
<td>.3461</td>
<td>.3485</td>
<td>.3508</td>
<td>.3531</td>
<td>.3554</td>
<td>.3577</td>
<td>.3599</td>
<td>.3621</td>
</tr>
<tr>
<td>1.1</td>
<td>.3643</td>
<td>.3665</td>
<td>.3686</td>
<td>.3708</td>
<td>.3729</td>
<td>.3749</td>
<td>.3770</td>
<td>.3790</td>
<td>.3810</td>
<td>.3830</td>
</tr>
<tr>
<td>1.2</td>
<td>.3849</td>
<td>.3869</td>
<td>.3888</td>
<td>.3907</td>
<td>.3925</td>
<td>.3944</td>
<td>.3962</td>
<td>.3980</td>
<td>.3997</td>
<td>.4015</td>
</tr>
<tr>
<td>1.3</td>
<td>.4032</td>
<td>.4049</td>
<td>.4066</td>
<td>.4082</td>
<td>.4099</td>
<td>.4115</td>
<td>.4131</td>
<td>.4147</td>
<td>.4162</td>
<td>.4177</td>
</tr>
<tr>
<td>1.4</td>
<td>.4192</td>
<td>.4207</td>
<td>.4222</td>
<td>.4236</td>
<td>.4251</td>
<td>.4265</td>
<td>.4279</td>
<td>.4292</td>
<td>.4306</td>
<td>.4319</td>
</tr>
<tr>
<td>1.5</td>
<td>.4332</td>
<td>.4345</td>
<td>.4357</td>
<td>.4370</td>
<td>.4382</td>
<td>.4394</td>
<td>.4406</td>
<td>.4418</td>
<td>.4429</td>
<td>.4441</td>
</tr>
<tr>
<td>1.6</td>
<td>.4452</td>
<td>.4463</td>
<td>.4474</td>
<td>.4484</td>
<td>.4495</td>
<td>.4505</td>
<td>.4515</td>
<td>.4525</td>
<td>.4535</td>
<td>.4545</td>
</tr>
<tr>
<td>1.7</td>
<td>.4554</td>
<td>.4564</td>
<td>.4573</td>
<td>.4582</td>
<td>.4591</td>
<td>.4599</td>
<td>.4608</td>
<td>.4616</td>
<td>.4625</td>
<td>.4633</td>
</tr>
<tr>
<td>1.8</td>
<td>.4641</td>
<td>.4649</td>
<td>.4656</td>
<td>.4664</td>
<td>.4671</td>
<td>.4678</td>
<td>.4686</td>
<td>.4693</td>
<td>.4699</td>
<td>.4706</td>
</tr>
<tr>
<td>1.9</td>
<td>.4713</td>
<td>.4719</td>
<td>.4726</td>
<td>.4732</td>
<td>.4738</td>
<td>.4744</td>
<td>.4750</td>
<td>.4756</td>
<td>.4761</td>
<td>.4767</td>
</tr>
<tr>
<td>2.0</td>
<td>.4772</td>
<td>.4778</td>
<td>.4783</td>
<td>.4788</td>
<td>.4793</td>
<td>.4798</td>
<td>.4803</td>
<td>.4808</td>
<td>.4812</td>
<td>.4817</td>
</tr>
<tr>
<td>2.1</td>
<td>.4821</td>
<td>.4826</td>
<td>.4830</td>
<td>.4834</td>
<td>.4838</td>
<td>.4842</td>
<td>.4846</td>
<td>.4850</td>
<td>.4854</td>
<td>.4857</td>
</tr>
<tr>
<td>2.2</td>
<td>.4861</td>
<td>.4864</td>
<td>.4868</td>
<td>.4871</td>
<td>.4875</td>
<td>.4878</td>
<td>.4881</td>
<td>.4884</td>
<td>.4887</td>
<td>.4890</td>
</tr>
<tr>
<td>2.3</td>
<td>.4893</td>
<td>.4896</td>
<td>.4898</td>
<td>.4901</td>
<td>.4904</td>
<td>.4906</td>
<td>.4909</td>
<td>.4911</td>
<td>.4913</td>
<td>.4916</td>
</tr>
<tr>
<td>2.4</td>
<td>.4918</td>
<td>.4920</td>
<td>.4922</td>
<td>.4925</td>
<td>.4927</td>
<td>.4929</td>
<td>.4931</td>
<td>.4932</td>
<td>.4934</td>
<td>.4936</td>
</tr>
<tr>
<td>2.5</td>
<td>.4938</td>
<td>.4940</td>
<td>.4941</td>
<td>.4943</td>
<td>.4945</td>
<td>.4946</td>
<td>.4948</td>
<td>.4949</td>
<td>.4951</td>
<td>.4952</td>
</tr>
<tr>
<td>2.6</td>
<td>.4953</td>
<td>.4955</td>
<td>.4956</td>
<td>.4957</td>
<td>.4959</td>
<td>.4960</td>
<td>.4961</td>
<td>.4962</td>
<td>.4963</td>
<td>.4964</td>
</tr>
<tr>
<td>2.7</td>
<td>.4965</td>
<td>.4966</td>
<td>.4967</td>
<td>.4968</td>
<td>.4969</td>
<td>.4970</td>
<td>.4971</td>
<td>.4972</td>
<td>.4973</td>
<td>.4974</td>
</tr>
<tr>
<td>2.8</td>
<td>.4974</td>
<td>.4975</td>
<td>.4976</td>
<td>.4977</td>
<td>.4977</td>
<td>.4978</td>
<td>.4979</td>
<td>.4979</td>
<td>.4980</td>
<td>.4981</td>
</tr>
<tr>
<td>2.9</td>
<td>.4981</td>
<td>.4982</td>
<td>.4982</td>
<td>.4983</td>
<td>.4984</td>
<td>.4984</td>
<td>.4985</td>
<td>.4985</td>
<td>.4986</td>
<td>.4986</td>
</tr>
<tr>
<td>3.0</td>
<td>.4987</td>
<td>.4987</td>
<td>.4987</td>
<td>.4988</td>
<td>.4988</td>
<td>.4989</td>
<td>.4989</td>
<td>.4989</td>
<td>.4990</td>
<td>.4990</td>
</tr>
<tr>
<td>3.1</td>
<td>.4990</td>
<td>.4991</td>
<td>.4991</td>
<td>.4991</td>
<td>.4992</td>
<td>.4992</td>
<td>.4992</td>
<td>.4992</td>
<td>.4993</td>
<td>.4993</td>
</tr>
<tr>
<td>3.2</td>
<td>.4993</td>
<td>.4993</td>
<td>.4994</td>
<td>.4994</td>
<td>.4994</td>
<td>.4994</td>
<td>.4994</td>
<td>.4994</td>
<td>.4995</td>
<td>.4995</td>
</tr>
<tr>
<td>3.3</td>
<td>.4995</td>
<td>.4995</td>
<td>.4995</td>
<td>.4996</td>
<td>.4996</td>
<td>.4996</td>
<td>.4996</td>
<td>.4996</td>
<td>.4996</td>
<td>.4997</td>
</tr>
<tr>
<td>3.4</td>
<td>.4997</td>
<td>.4997</td>
<td>.4997</td>
<td>.4997</td>
<td>.4997</td>
<td>.4997</td>
<td>.4997</td>
<td>.4997</td>
<td>.4997</td>
<td>.4998</td>
</tr>
<tr>
<td>3.5</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
<td>.4998</td>
</tr>
<tr>
<td>3.6</td>
<td>.4998</td>
<td>.4998</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
</tr>
<tr>
<td>3.7</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
</tr>
<tr>
<td>3.8</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
<td>.4999</td>
</tr>
<tr>
<td>3.9</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
<td>.5000</td>
</tr>
</tbody>
</table>
## Appendix B

Number of adult children of various statures born of 205 mid-parents of various statures.  
(All female heights have been multiplied by 1.08)

<table>
<thead>
<tr>
<th>Heights of the adult children.</th>
<th>Total number of adult children.</th>
<th>Medians</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Below 62.2</td>
<td>63.2</td>
</tr>
<tr>
<td>Above 72.5 71.5 70.5 69.5 68.5 67.5 66.5 Below</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Totals 5 7 32 59 48 117 138 120 167 99 64 41 17 14</td>
<td>928</td>
<td>205</td>
</tr>
</tbody>
</table>

Note. — In calculating the Medians, the entries have been taken as referring to the middle of the squares in which they stand. The reason why the heading run 62.2, 63.2, &c., instead of 62.5, 63.5, &c., is that the observations are unequally distributed between 62 and 63, 63 and 64, &c., there being a strong bias in favour of integral inches. After careful consideration, I concluded that the headings, as adopted, best satisfied the conditions. This inequality was not apparent in the case of the Mid-parents.

## Appendix C

### Life Table

Number of survivors at single years of age, out of 100,000 born alive, by race and sex: United States, 1990.

<table>
<thead>
<tr>
<th>Age</th>
<th>Both sexes</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100000</td>
<td>100000</td>
<td>100000</td>
</tr>
<tr>
<td>1</td>
<td>99073</td>
<td>98969</td>
<td>99183</td>
</tr>
<tr>
<td>2</td>
<td>99008</td>
<td>98894</td>
<td>99128</td>
</tr>
<tr>
<td>3</td>
<td>98959</td>
<td>98840</td>
<td>99085</td>
</tr>
<tr>
<td>4</td>
<td>98921</td>
<td>98799</td>
<td>99051</td>
</tr>
<tr>
<td>5</td>
<td>98890</td>
<td>98765</td>
<td>99023</td>
</tr>
<tr>
<td>6</td>
<td>98863</td>
<td>98735</td>
<td>99000</td>
</tr>
<tr>
<td>7</td>
<td>98839</td>
<td>98707</td>
<td>98980</td>
</tr>
<tr>
<td>8</td>
<td>98817</td>
<td>98680</td>
<td>98962</td>
</tr>
<tr>
<td>9</td>
<td>98797</td>
<td>98657</td>
<td>98946</td>
</tr>
<tr>
<td>10</td>
<td>98780</td>
<td>98638</td>
<td>98931</td>
</tr>
<tr>
<td>11</td>
<td>98765</td>
<td>98623</td>
<td>98917</td>
</tr>
<tr>
<td>12</td>
<td>98750</td>
<td>98608</td>
<td>98902</td>
</tr>
<tr>
<td>13</td>
<td>98730</td>
<td>98586</td>
<td>98884</td>
</tr>
<tr>
<td>14</td>
<td>98699</td>
<td>98547</td>
<td>98862</td>
</tr>
<tr>
<td>15</td>
<td>98653</td>
<td>98485</td>
<td>98833</td>
</tr>
<tr>
<td>16</td>
<td>98590</td>
<td>98397</td>
<td>98797</td>
</tr>
<tr>
<td>17</td>
<td>98512</td>
<td>98285</td>
<td>98753</td>
</tr>
<tr>
<td>18</td>
<td>98421</td>
<td>98154</td>
<td>98704</td>
</tr>
<tr>
<td>19</td>
<td>98323</td>
<td>98011</td>
<td>98654</td>
</tr>
<tr>
<td>20</td>
<td>98223</td>
<td>97863</td>
<td>98604</td>
</tr>
<tr>
<td>21</td>
<td>98120</td>
<td>97710</td>
<td>98555</td>
</tr>
<tr>
<td>22</td>
<td>98015</td>
<td>97551</td>
<td>98506</td>
</tr>
<tr>
<td>23</td>
<td>97907</td>
<td>97388</td>
<td>98456</td>
</tr>
<tr>
<td>24</td>
<td>97797</td>
<td>97221</td>
<td>98405</td>
</tr>
<tr>
<td>25</td>
<td>97684</td>
<td>97052</td>
<td>98351</td>
</tr>
<tr>
<td>26</td>
<td>97569</td>
<td>96881</td>
<td>98294</td>
</tr>
<tr>
<td>27</td>
<td>97452</td>
<td>96707</td>
<td>98235</td>
</tr>
<tr>
<td>28</td>
<td>97332</td>
<td>96530</td>
<td>98173</td>
</tr>
<tr>
<td>29</td>
<td>97207</td>
<td>96348</td>
<td>98107</td>
</tr>
<tr>
<td>30</td>
<td>97077</td>
<td>96159</td>
<td>98038</td>
</tr>
<tr>
<td>31</td>
<td>96941</td>
<td>95962</td>
<td>97965</td>
</tr>
<tr>
<td>32</td>
<td>96800</td>
<td>95785</td>
<td>97887</td>
</tr>
<tr>
<td>33</td>
<td>96652</td>
<td>95545</td>
<td>97804</td>
</tr>
<tr>
<td>34</td>
<td>96497</td>
<td>95322</td>
<td>97717</td>
</tr>
<tr>
<td>35</td>
<td>96334</td>
<td>95089</td>
<td>97624</td>
</tr>
<tr>
<td>36</td>
<td>96161</td>
<td>94843</td>
<td>97525</td>
</tr>
<tr>
<td>37</td>
<td>95978</td>
<td>94585</td>
<td>97419</td>
</tr>
<tr>
<td>38</td>
<td>95787</td>
<td>94316</td>
<td>97306</td>
</tr>
<tr>
<td>39</td>
<td>95588</td>
<td>94038</td>
<td>97187</td>
</tr>
<tr>
<td>40</td>
<td>95382</td>
<td>93753</td>
<td>97061</td>
</tr>
<tr>
<td>41</td>
<td>95168</td>
<td>93460</td>
<td>96926</td>
</tr>
<tr>
<td>42</td>
<td>94944</td>
<td>93157</td>
<td>96782</td>
</tr>
</tbody>
</table>