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Abstract

The “heavy ball with friction” dynamical system

\[ \ddot{x} + \gamma \dot{x} + \nabla f(x) = 0 \]

is a nonlinear oscillator with damping ($\gamma > 0$). It has been recently proved that when $H$ is a real Hilbert space and $f : H \to \mathbb{R}$ is a differentiable convex function whose minimal value is achieved, then each solution trajectory $t \to x(t)$ of this system weakly converges towards a solution of $\nabla f(x) = 0$. We prove a similar result in the discrete setting for a general maximal monotone operator $A$ by considering the following iterative method

\[ x^{k+1} - x^k - \alpha_k (x^k - x^{k-1}) + \lambda_k A(x^{k+1}) \ni 0, \]

giving conditions on the parameters $\lambda_k$ and $\alpha_k$ in order to ensure weak convergence toward a solution of $0 \in A(x)$ and extending classical convergence results concerning the standard proximal method.
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1 Introduction

Let $H$ be a real Hilbert space and let us consider an abstract inclusion problem of the type:

$$(\mathcal{P}) \quad \text{find } \hat{x} \in H \text{ such that } 0 \in A(\hat{x}),$$

where the set-valued mapping $A : H \to \mathcal{P}(H)$ is a maximal monotone operator. We are interested in the asymptotic convergence of an implicit iterative method for solving (\mathcal{P}) that generalizes the classical proximal point algorithm. More precisely, we consider the sequences $\{x^k\}$ generated by the following theoretical algorithm:

\begin{itemize}
  \item[$(\mathcal{A}_0)$] Let $k \leftarrow 1$ and choose starting points $x^0, x^1 \in H$.
  \item[$(\mathcal{A}_1)$] Given $x^{k-1}, x^k \in H$ and two parameters $\alpha_k \in [0, 1]$ and $\lambda_k > 0$, find $x^{k+1} \in H$ such that

$$x^{k+1} - x^k - \alpha_k (x^k - x^{k-1}) + \lambda_k A(x^{k+1}) \ni 0,$$

  \item[$(\mathcal{A}_2)$] Let $x^k \leftarrow x^{k+1}, k \leftarrow k + 1$ and go to $(\mathcal{A}_1)$.
\end{itemize}

Under appropriate conditions on the parameters $\alpha_k$ and $\lambda_k$, we prove that if the solution set $\mathcal{S} := A^{-1}(\{0\})$ is nonempty then for every sequence $\{x^k\}$ generated by this algorithm, there exists $\hat{x} \in \mathcal{S}$ such that $x^k$ converges to $\hat{x}$ weakly in $H$ as $k \to \infty$ (cf. Theorem 2.1). Note that when $\alpha_k \equiv 0$, $(\mathcal{A}_1)$ corresponds to the standard proximal iteration

$$x^{k+1} - x^k + \lambda_k A(x^{k+1}) \ni 0,$$

the weak convergence of $x^k$ to a solution of (\mathcal{P}) being well-known in that case (see [16]). This proximal iteration may be interpreted as an implicit one-step discretization method for the evolution differential inclusion

$$\frac{dx}{dt}(t) + A(x(t)) \ni 0, \ a.e. \ t \geq 0,$$

where the parameter $\lambda_k$ is a (variable) stepsize. When $\mathcal{S} \neq \emptyset$ and $A$ is demipositive, R. Bruck proved in [7] the following convergence result: every solution trajectory $\{x(t) : t \to \infty\}$ of this differential inclusion converges weakly to $\mathcal{S}$, to a solution of (\mathcal{P}). It is worth pointing out that Bruck’s theorem covers the case where $A = \partial f$; the subdifferential of a closed proper convex function $f : H \to \mathbb{R} \cup \{\infty\}$, and the associated differential inclusion is the (nonsmooth) steepest descent method.

The inspiration for $(\mathcal{A}_1)$ comes from the implicit discretization of a differential system of the second-order in time. To see this, consider the evolution equation

$$(\text{HBF}) \quad \frac{d^2x}{dt^2}(t) + \gamma \frac{dx}{dt}(t) + \nabla f(x(t)) = 0,$$

where $\gamma > 0$ is a damping or friction parameter and the potential $f : H \to \mathbb{R}$ is differentiable. When $H = \mathbb{R}^2$, (HBF) is a simplified version of the differential system describing the motion of a heavy ball that rolls over the graph of $f$ and that keep rolling under its own inertia until friction stop it at a critical point of $f$ (see [4]). This nonlinear oscillator with damping, which is called the “heavy ball with friction” system or (HBF) for short, has been considered by several authors from the optimization point of view, establishing different convergence results and/or identifying circumstances under which the rate of convergence of (HBF) (or of some discrete versions of it) is
better than the one of the first-order steepest descent method; see [1, 2, 4, 15]. Roughly speaking, the second-order nature of (HBF) may be exploited in some situations in order to “accelerate” the convergence of the trajectories (or sequences in the discrete setting) but we will not develop this point here.

If $f$ is convex (i.e., $\nabla f$ is monotone) then every solution trajectory of (HBF) converges weakly in $H$ to a minimizer of $f$ whenever the set of minimizers is nonempty (see [2]). On the other hand, the implicit one-step discretization of (HBF) yields

$$\frac{1}{h^2}(x^{k+1} - 2x^k + x^{k-1}) + \frac{\gamma}{h}(x^{k+1} - x^k) + \nabla f(x^{k+1}) = 0,$$

which can be rewritten

$$x^{k+1} - x^k - \alpha(x^k - x^{k-1}) + \lambda \nabla f(x^{k+1}) = 0,$$

with $\lambda = h^2/(1 + \gamma h)$ and $\alpha = 1/(1 + \gamma h)$. Note that $0 < \alpha < 1$ and $\lambda$ is no longer a stepsize but combines the damping parameter $\gamma > 0$ and the actual stepsize $h > 0$. We will see that $\lambda$ is indeed a regularization parameter. An iterative method of this type was considered in [2] for minimization problems, where weak convergence towards a minimizer of $f$ was proved under suitable conditions. Thus, it seems natural to study the case where $\nabla f$ is replaced by a maximal monotone operator $A$. A positive result in this direction is given in [9] for cocoercive operators. The aim of this article is to treat the case of an arbitrary maximal monotone operator.

Finally, let us mention that in the continuous case, one should consider the following nonsmooth version of a nonlinear oscillator with damping

$$\frac{d^2x}{dt^2}(t) + \gamma \frac{dx}{dt}(t) + A(x(t)) \equiv 0, \text{ a.e. } t \geq 0,$$

for which the existence of global solutions $x : [0, \infty] \to H$ is not clear. Indeed, this system is quite involved because $\frac{dx}{dt}$ may be discontinuous and then $\frac{d^2x}{dt^2}$ has to be interpreted as a measure. Even if we had existence of solutions, the asymptotic convergence in the continuous case would be an open question for a general $A$. Nevertheless, there are some positive results in this direction when $A = \partial f$ (the proof is identical to [2, theorem 3.1]) and when $A$ is a cocoercive operator (cf. [3]).

## 2 Asymptotic convergence

### 2.1 Preliminaries

In the sequel, $H$ is a real Hilbert space, $\langle \cdot, \cdot \rangle$ denotes the associated scalar product and $|\cdot|$ stands for the corresponding norm: $|v|^2 = \langle v, v \rangle$ for every $v \in H$. Recall that a set-valued mapping $A : H \to \mathcal{P}(H)$ is called maximal monotone operator if

$$\forall v_1, v_2 \in H, \forall z_1 \in A(v_1), \forall z_2 \in A(v_2), \langle z_1 - z_2, v_1 - v_2 \rangle \geq 0,$$

and the graph $G(A) = \{(v, z) \in H \times H : z \in A(v)\}$ is not properly contained in the graph of any other monotone operator. For a complete account of the theory of maximal monotone operators in Hilbert spaces we refer the reader to [5]. It is well-known (see [12]) that for each $u \in H$ and $\lambda > 0$ there is a unique $z \in H$ such that

$$u \in (I + \lambda A)(z).$$
The (single-valued) function $J_A^A := (I + \lambda A)^{-1}$ thus defined is called the resolvent of $A$ of parameter $\lambda$, and it is also known as the proximal mapping. The operator $J_A^A : H \rightarrow H$ is nonexpansive and $J_A^A(z) = z$ if and only if $0 \in A(z)$. Hence, the inclusion problem (P) may be interpreted as a fixed point problem for $J_A^A$. This is the motivation for the (exact) proximal point algorithm, proposed by Martinet [10, 11] and based on previous work by Moreau [13], which generates a sequence \{x^k\} by the successive approximations rule

\[
\text{(Prox)} \quad x^{k+1} = J_{\lambda_k}^A(x^k),
\]

where $x^0 \in H$ is a given starting point and \{\lambda_k\} is a real nonnegative sequence of regularization parameters; see [8, 16] for convergence results on this method.

On the other hand, as we have already mentioned in the introduction, the discretization of a second-order differential system that has nice asymptotical properties lead us to consider the implicit iterative scheme

\[
x^{k+1} - x^k - \alpha_k(x^k - x^{k-1}) + \lambda_k A(x^{k+1}) \ni 0,
\]

where $x^0, x^1 \in H$ are given starting points, and \{\lambda_k\} and \{\alpha_k\} are two (nonnegative) real sequences. This iteration can be equivalently written

\[
\text{(Inertial – Prox)} \quad x^{k+1} = J_{\lambda_k}^A(x^k + \alpha_k(x^k - x^{k-1})),
\]

which proves that a sequence \{x^k\} satisfying (1) always exists for any choice of the sequences \{\lambda_k\} and \{\alpha_k\}, provided that $\lambda_k \geq 0$. When $\alpha_k \equiv 0$ we recover (Prox), while in the case $\alpha_k > 0$ for some $k$ the extrapolation term $\alpha_k(x^k - x^{k-1})$ takes into account a sort of inertia associated with the sequence. We thus obtain what we call the “inertial proximal point” algorithm or (Inertial-Prox) for short.

### 2.2 Main result

We are going to use a simple well-known result on weak convergence in Hilbert spaces, which we recall here for the convenience of the reader.

**Lemma 2.1 (Z. Opial)** Let $H$ be a Hilbert space and \{x^k\} a sequence such that there exists a nonempty set $S \subset H$ verifying:

(a) For every $z \in S$, $\lim_{k \to \infty} |x^k - z|$ exists.

(b) If $x^{k_j} \rightharpoonup x$ weakly in $H$ for a subsequence $k_j \to \infty$ then $x \in S$.

Then, there exists $\hat{x} \in S$ such that $x^k \rightharpoonup \hat{x}$ weakly in $H$ as $k \to \infty$.

**Proof.** The following argument is due to Z. Opial [14]. Let $\hat{x}_1, \hat{x}_2 \in S$ be two cluster points of \{x^k\} for the weak topology of $H$. Set $l_i := \lim_{t \to \infty} |x^k - \hat{x}_i|^2$ for each $i = 1, 2$. Take a sequence $k_j \to \infty$ such that $x^{k_j} \rightharpoonup \hat{x}_1$ weakly in $H$. From the identity

\[
|x^k - \hat{x}_1|^2 - |x^k - \hat{x}_2|^2 = |\hat{x}_1 - \hat{x}_2|^2 + 2(\hat{x}_1 - \hat{x}_2, \hat{x}_2 - x^k),
\]

we deduce that $l_1 - l_2 = -|\hat{x}_1 - \hat{x}_2|^2$. Similarly, taking $k_m \to \infty$ such that $x^{k_m} \rightharpoonup \hat{x}_2$ yields $l_1 - l_2 = |\hat{x}_1 - \hat{x}_2|^2$. Consequently, $|\hat{x}_1 - \hat{x}_2| = 0$. This establishes the uniqueness of the weak cluster point, hence $x^k \rightharpoonup \hat{x}$ weakly in $H$ as $k \to \infty$ for some $\hat{x} \in S$. □
Note that Opial’s lemma provides a criterion for convergence that does not require to know the limit point a priori.

**Theorem 2.1** Let \( \{x^k\} \subset H \) be a sequence such that
\[
x^{k+1} = J_{\lambda_k}^A (x^k + \alpha_k (x^k - x^{k-1})), \quad k = 1, 2, ...
\]
where \( A : H \to \mathcal{P}(H) \) is a maximal monotone operator with \( S := A^{-1}(\{0\}) \neq \emptyset \), and the parameters \( \alpha_k \) and \( \lambda_k \) satisfy:

(i) \( \exists \lambda > 0 \) such that \( \forall k \in \mathbb{N}, \lambda_k \geq \lambda \).

(ii) \( \exists \alpha \in [0, 1] \) such that \( \forall k \in \mathbb{N}, 0 \leq \alpha_k \leq \alpha \).

If the following condition holds
\[
\sum_{k=1}^{\infty} \alpha_k |x^k - x^{k-1}|^2 < \infty \tag{2}
\]
then there exists \( \hat{x} \in S \) such that \( x^k \rightharpoonup \hat{x} \) weakly in \( H \) as \( k \to \infty \).

**Proof.** We first examine the case where \( \alpha_k \equiv 0 \), which corresponds to the standard proximal method. Although in that case the result is well-known, the proof gives some guidelines in order to prepare the reader for the general situation. Fix \( z \in S = A^{-1}(0) \) and define the auxiliary real sequence \( \varphi_k := \frac{1}{2} |x^k - z|^2 \). It is direct to check that for every \( k \in \mathbb{N} \)
\[
\varphi_{k+1} = \varphi_k + \langle x^{k+1} - x^k, x^{k+1} - z \rangle - \frac{1}{2}|x^{k+1} - x^k|^2.
\]
If \( \alpha_k = 0 \) then \( x^{k+1} - x^k + \lambda_k A(x^{k+1}) \ni 0 \), and from the monotonicity of \( A \) we deduce that \( \langle x^{k+1} - x^k, x^{k+1} - z \rangle \leq 0 \). This gives
\[
\varphi_{k+1} - \varphi_k \leq -\frac{1}{2}|x^{k+1} - x^k|^2. \tag{3}
\]

Therefore \( \{\varphi_k\} \) is non-increasing, and hence convergent. Since \( z \) is an arbitrary element in \( S \), this shows that condition (a) of the Opial lemma is satisfied. On the other hand, from (3) we obtain
\[
\sum_{k=1}^{\infty} |x^{k+1} - x^k|^2 \leq 2\varphi_1 = |x^1 - z|^2,
\]
and consequently \( |x^{k+1} - x^k| \to 0 \) as \( k \to \infty \). As \( \lambda_k \) is bounded away from zero, we deduce that \( dist(0, A(x^k)) \to 0 \) as \( k \to \infty \). Let \( x \) be a weak cluster point of \( \{x^k\} \). Since the graph of the maximal monotone operator \( A \) is closed in \( H \times H \) for the topology \( w - H \times s - H \) (see [5]), we have that \( 0 \in A(x) \), i.e. \( x \in S \). Thus, condition (b) of Opial’s lemma is also satisfied, which proves the theorem when \( \alpha_k \equiv 0 \).

We now turn to the case \( \alpha_k > 0 \) for some \( k \in \mathbb{N} \). We have
\[
\langle x^{k+1} - x^k - \alpha_k (x^k - x^{k-1}), x^{k+1} - z \rangle + \lambda_k \langle A(x^{k+1}), x^{k+1} - z \rangle = 0,
\]
and the monotonicity of \( A \) yields
\[
\langle x^{k+1} - x^k - \alpha_k (x^k - x^{k-1}), x^{k+1} - z \rangle \leq 0.
\]
Let us rewrite this inequality in terms of \( \varphi_{k-1}, \varphi_k \) and \( \varphi_{k+1} \). Observe that
\[
\langle x^{k+1} - x^k - \alpha_k (x^k - x^{k-1}), x^{k+1} - z \rangle = \varphi_{k+1} - \varphi_k + \frac{1}{2} |x^{k+1} - x^k|^2
- \alpha_k |x^k - x^{k-1}, x^{k+1} - z|,
\]
and since
\[
\langle x^k - x^{k-1}, x^{k+1} - z \rangle = \langle x^k - x^{k-1}, x^k - z \rangle + \langle x^k - x^{k-1}, x^{k+1} - x^k \rangle
= \varphi_k - \varphi_{k-1} + \frac{1}{2} |x^k - x^{k-1}|^2 + \langle x^k - x^{k-1}, x^{k+1} - x^k \rangle,
\]
it follows that
\[
\varphi_{k+1} - \varphi_k - \alpha_k (\varphi_k - \varphi_{k-1}) \leq \frac{1}{2} |x^{k+1} - x^k|^2 + \alpha_k (x^k - x^{k-1}, x^{k+1} - x^k)
+ \frac{\alpha_k}{2} |x^k - x^{k-1}|^2
= \frac{1}{2} |x^{k+1} - x^k - \alpha_k (x^k - x^{k-1})|^2
+ \frac{1}{2} (\alpha_k + \alpha_k^2) |x^k - x^{k-1}|^2.
\]
Hence
\[
\varphi_{k+1} - \varphi_k - \alpha_k (\varphi_k - \varphi_{k-1}) \leq \frac{1}{2} |x^{k+1}|^2 + \alpha_k |x^k - x^{k-1}|^2,
\]
where \( v^{k+1} := x^{k+1} - x^k - \alpha_k (x^k - x^{k-1}) \). Setting \( \theta_k := \varphi_k - \varphi_{k-1} \) and \( \delta_k := \alpha_k |x^k - x^{k-1}|^2 \), we obtain
\[
\theta_{k+1} \leq \alpha_k \theta_k + \delta_k \leq \alpha_k [\theta_k]_+ + \delta_k,
\]
where \([t]_+ := \max\{t, 0\}\), and consequently
\[
[\theta_{k+1}]_+ \leq \alpha [\theta_k]_+ + \delta_k,
\]
with \( \alpha \in [0, 1] \) given by (ii). This yields
\[
[\theta_{k+1}]_+ \leq \alpha^k [\theta_1]_+ + \sum_{j=0}^{k-1} \alpha^j \delta_{k-j},
\]
and therefore
\[
\sum_{k=0}^{\infty} [\theta_{k+1}]_+ \leq \frac{1}{1 - \alpha} \left( [\theta_1]_+ + \sum_{k=1}^{\infty} \delta_k \right),
\]
which is finite thanks to (2). Consider the sequence defined by \( w_k := \varphi_k - \sum_{j=1}^{k} [\theta_j]_+ \). Since \( \varphi_k \geq 0 \) and \( \sum_{j=1}^{\infty} [\theta_j]_+ < \infty \), it follows that \( w_k \) is bounded from below. But
\[
w_{k+1} = \varphi_{k+1} - [\theta_{k+1}]_+ - \sum_{j=1}^{k} [\theta_j]_+ \leq \varphi_{k+1} - \varphi_{k+1} + \varphi_k - \sum_{j=1}^{k} [\theta_j]_+ = w_k,
\]
so that \( \{w_k\} \) is nonincreasing. We thus deduce that \( \{w_k\} \) is convergent, and hence
\[
\lim_{k \to \infty} \varphi_k = \sum_{j=1}^{\infty} [\theta_j]_+ + \lim_{k \to \infty} w_k.
\]
Consequently, for every $z \in S$, $\lim_{k \to \infty} |x^k - z|$ exists. On the other hand, from (4) we obtain the estimate
\[ \frac{1}{2} |v^k + 1|^2 \leq \varphi_k - \varphi_{k+1} + \alpha[\theta_k] + \delta_k, \]
and it follows that
\[ \frac{1}{2} \sum_{k=1}^\infty |v^k + 1|^2 \leq \varphi_1 + \sum_{k=1}^\infty (\alpha[\theta_k] + \delta_k) < \infty. \]
Consequently, $v^{k+1} \to 0$ as $k \to \infty$ and since $v^{k+1} + \lambda_k A(x^{k+1})$, by (i) we have that $dist(0, A(x^k)) \to 0$ as $k \to \infty$. The rest of the proof runs as in the case $\alpha_k \equiv 0$ by applying Opial’s lemma. [\]

Although condition (2) involves the iterates that are a priori unknown, in practice it is easy to enforce it by applying an appropriate on-line rule (for instance, choosing $\alpha_k \in [0, \overline{\alpha}]$ with $\overline{\alpha} := \min \{\alpha, 1/(k|x^k - x^{k-1}|)^2\}$). Furthermore, (2) is automatically satisfied in some special cases as the next result show.

**Proposition 2.1** Under the assumptions of Theorem 2.1 with (ii) replaced by

(ii) $\exists \alpha \in [0, 1/3]$ such that $\forall k \in \mathbb{N}$, $0 \leq \alpha_k \leq \alpha$, and $\{\alpha_k\}$ is nondecreasing,

we have that $\sum_{k=1}^\infty |x^{k+1} - x^k|^2 < \infty$ and consequently there exists $\hat{x} \in S$ such that $x^k \to \hat{x}$ weakly in $H$ as $k \to \infty$.

**Proof.** The proof of Theorem 2.1 gives
\[ \varphi_{k+1} - \varphi_k - \alpha_k (\varphi_k - \varphi_{k-1}) \leq -\frac{1}{2} |x^{k+1} - x^k|^2 + \alpha_k (x^k - x^{k-1}, x^{k+1} - x^k) + \frac{\alpha_k}{2} |x^k - x^{k-1}|^2, \]
which yields
\[ \varphi_{k+1} - \varphi_k - \alpha_k (\varphi_k - \varphi_{k-1}) \leq \frac{(\alpha_k - 1)}{2} |x^{k+1} - x^k|^2 + \alpha_k |x^k - x^{k-1}|^2. \]
Setting
\[ \mu_k := \varphi_k - \alpha_k \varphi_{k-1} + \alpha_k |x^k - x^{k-1}|^2, \]
and since $\alpha_{k+1} \geq \alpha_k$ thanks to (ii), we obtain
\[ \mu_{k+1} - \mu_k \leq -\frac{(1 - 3\alpha)}{2} |x^{k+1} - x^k|^2 \]
for every $k \geq 1$. By (ii), $1 - 3\alpha > 0$ and we have that the sequence $\{\mu_k\}$ is nonincreasing; in particular
\[ \varphi_k - \alpha \varphi_{k-1} \leq \mu_k \leq \mu_1. \]
This gives
\[ \varphi_k \leq \alpha^k \varphi_0 + \mu_1 \sum_{j=0}^{k-1} \alpha^j \leq \alpha^k \varphi_0 + \frac{\mu_1}{1 - \alpha}. \]
Furthermore, from (5) it follows that
\[
\frac{(1 - 3\alpha)}{2} \sum_{j=1}^{k} |x^{j+1} - x^j|^2 \leq \mu_1 - \mu_{k+1} \leq \mu_1 + \alpha \varphi_k \leq \alpha^{k+1} \varphi_0 + \frac{\mu_1}{1 - \alpha},
\]
which shows that
\[
\sum_{k=1}^{\infty} |x^{k+1} - x^k|^2 \leq \frac{2\mu_1}{(1 - \alpha)(1 - 3\alpha)} < \infty.
\]
The conclusion follows by Theorem 2.1. []

From a practical point of view, it would be interesting to have convergence results for inexact versions of the inertial proximal method similar to the ones that are known for the standard proximal method. Another open problem is to develop a general theory to guide the choices of the parameters \( \lambda_k \) and \( \alpha_k \).
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