A ROTATED MULTIPLIER APPLIED TO THE CONTROLLABILITY OF WAVES, ELASTICITY AND TANGENTIAL STOKES CONTROL
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Abstract. A new family of multipliers with rotated direction is introduced. This technique is applied to obtain new results concerning controllability of waves, elasticity and Stokes equations. The boundary exact controllability for the wave equation and the dynamic elasticity system is reviewed generalizing the classical exit condition in the case of explicit observability constants. Approximate controllability for the Stokes system is also studied using a boundary control acting only on the tangential component of the velocity. A geometric sufficient condition of exit generalized type is deduced.
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1. Introduction. In 1940 Rellich [41] introduced a multiplier technique in order to obtain direct a priori estimates in linear partial differential equations. This method was called multiplier method since it consists in multiplying the equation by the gradient of the solution following some convenient vector field and then integrating by parts in the domain. This technique was widely used in the classical PDE development [32], [11]. Later on, in the 70's and 80's, this technique was used to derive inverse estimates; the asymptotic estimates in scattering theory for unbounded domains [30], [31] and the direct study of uniform stabilization in bounded domains [5], [6], [17], [21].

In 1986, Ho [10] used this multiplier technique to prove an inverse inequality for the linear wave equation implying its exact controllability. Ho arrived to a geometrical condition called exit condition: the control region must contain a subset of the boundary where the scalar product between the outward normal and the vector pointing from some origin towards the normal is positive. By varying the origin, a family of control boundaries satisfying the condition are found. In a square, for instance, the condition gives control boundaries consisting in four, three or two adjacent sides. Ho's result was improved [29], [24] and adapted to other systems like vibrating plates and the elasticity system [24], [19]. Afterwards, the method gave also similar results for Maxwell [18], [16] and Schrödinger [29] equations.

Several authors have used multiplier techniques for control or stabilization of mathematical models: viscoelastic or thermoelastic beams [23], [12], semi-linear wave equations [44], wave equation with mixed boundary conditions [8], [7] or in domains with corners or cracks [9], [33], [34], Euler-Bernoulli equations [13], hybrid systems in elasticity [40], networks of membranes or beams with discontinuous coefficients [24], [20], coupled Schrödinger equations [14], Korteweg-de Vries equations [42]. See also [15] for other references.

In recent years, microlocal techniques and geometric optics analysis allow to find
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geometrical characterization of control location and minimal control time in the exact controllability of waves. After eventual reflection, diffraction or sliding on the boundary, every optic ray issue from the observation domain has to reach the control zone. This is a necessary and sufficient condition [4] called BLR condition [1]. This technique has also been applied to vibrating plates [22], the elasticity system [2] and Maxwell equations [39].

Exit condition turns to be a particular case of BLR condition. But there is a certain balance: in BLR condition, control time is optimal but the observability constants are not explicit. In exit condition, time is not optimal but observability constants can be explicit and this fact is very useful in theoretical and numerical estimations. In general [3], BLR condition assumes more regularity on coefficients and boundaries than exit condition.

In this article we introduce a family of multipliers with rotated direction as a new approach in the multiplier method. More precisely, we propose to multiply the equation by the gradient of the solution following not only a radial but also a rotated direction. This takes advantage of invariances under rotations for the differential operators considered here and leads to derive a generalized exit condition. For instance, in two dimensions, the condition is: the control region must contain a subset of the boundary where the scalar product between the outward normal rotated in an angle and the vector pointing from some origin towards the normal is positive. A family of control boundaries is obtained by varying the origin and the angle. The minimal time of control results to be proportional to the inverse of the cosine of the angle of the rotation.

To show the particularities of this method we have chosen some controllability problems, but the technique could be an useful tool in other areas. We revisit the exact or approximate controllability of some linear classical models in PDE’s: the wave equation, the elasticity system and the Stokes system.

The paper is organized as follows:

Section 2: rotated multipliers are used to derive a generalization of classical inverse inequality for the linear wave equation conserving explicit observability constants (see Theorem 2.2 and Theorem 2.3). New boundary control geometries are found (Figures 2.1 and 2.2) which are particular cases of BLR condition and satisfy a generalized exit condition.

Section 3: the method is extended to the study of the exact controllability of the elasticity system. Besides the choice of a rotated direction in a natural manner, a second multiplier formula is needed in this case. The classical inverse inequality with explicit constants is also generalized (see Theorem 3.3 and Theorem 3.4). The same geometric conditions as for the wave equation are found.

Section 4: a different application in fluid control is developed, the study of the approximate controllability of the Stokes system with a boundary control acting only on the tangential part of the velocity. So far as we know, this is an almost untreated topic (except for references [35] and [36]). A sufficient geometric conditions is found similar to that deduced for the wave equation and the elasticity system. The final results are presented in two and three dimensions, but the technique is actually not limited by dimension.

In the case of controlling all the velocity trace on an arbitrarily small non-empty open part of the boundary, approximate controllability is easily obtained by using a unique continuation property of Holmgren’s type. Secondly, approximate controllability using the normal component of the velocity is studied in [27] and [28], where
the result is proved in a real analytic connected domain with a simple spectrum for the Laplacian with a control acting on an arbitrary small non-empty open part of the boundary and a counterexample in a ball is given. It is amazing to observe that the normal boundary approximate controllability also holds if the boundary has at least a rectangular corner [38]. In the tangential case that we treat in this paper, we begin by following the idea of [27] introducing a spectral decomposition to characterize the unique continuation property of the time dependent system as a unique continuation property on each frequency. Then we use rotated multipliers to obtain an inverse inequality for each eigenfrequency and a sufficient geometrical condition to have the unique continuation (see Theorem 4.3). We prove that this condition is not necessary for two dimensional connected domains with analytic boundary (see Theorem 4.4). But as far as all the other cases are concerned, there is a lack of counterexamples for which tangential boundary approximate controllability could not hold.

In summary, multipliers with rotated direction generalize the standard multipliers in a natural way. For second order hyperbolic systems, the application of this technique provides a wider class of geometric examples with explicit observability constants which are particular cases of the BLR condition. For partially controlled Petrovskii systems, the technique reveals to be useful to find results of approximate controllability.

2. Wave equation.  

2.1. Control problem. Let $\Omega$ be a bounded domain of $\mathbb{R}^N$ ($N \geq 2$) with a regular boundary $\Gamma$ of class $C^2$. Let $\nu$ be the unit exterior normal to $\Omega$. Let $T > 0$ be given and we define $Q = \Omega \times (0, T)$ and $\Sigma = \Gamma \times (0, T)$. We consider the following classical control problem. Let $\Gamma_0 \subseteq \Gamma$ and $\Sigma_0 = \Gamma_0 \times (0, T)$. Our problem consists in finding $T_0$ such that for each $T > T_0$ and for every $(y_0, y_1) \in L^2(\Omega)^N \times H^{-1}(\Omega)^N$, there exists $v \in L^2(\Sigma_0)^N$ in such a way that the solution of the wave equation

\begin{align*}
(2.1a) & \quad \frac{\partial^2 y}{\partial t^2} - \Delta y = 0 \quad \text{in} \quad Q \\
(2.1b) & \quad y = v \quad \text{on} \quad \Sigma_0 \\
(2.1c) & \quad y = 0 \quad \text{on} \quad \Sigma \setminus \Sigma_0 \\
(2.1d) & \quad y(0) = y_0, \quad y'(0) = y_1 \quad \text{in} \quad \Omega
\end{align*}

satisfies

\begin{align*}
(2.2) & \quad y(T) = 0, \quad y'(T) = 0 \quad \text{in} \quad \Omega,
\end{align*}

where the symbol prime $'$ stands for derivation with respect to time.

Following HUM method [24], the solution to this problem is equivalent to studying the observability properties of the adjoint problem. For each pair of initial conditions $(\varphi_0, \varphi_1) \in H^1_0(\Omega)^N \times L^2(\Omega)^N$, let us consider the solution $\varphi$ of the wave equation as follows

\begin{align*}
(2.3a) & \quad \varphi'' - \Delta \varphi = 0 \quad \text{in} \quad Q \\
(2.3b) & \quad \varphi = 0 \quad \text{on} \quad \Sigma \\
(2.3c) & \quad \varphi(0) = \varphi_0, \quad \varphi'(0) = \varphi_1 \quad \text{in} \quad \Omega.
\end{align*}

\footnote{A note about the results of this section was published in [37].}

\footnote{The results of this section are also valid if we suppose that $\Omega$ is either a bounded polygonal of $\mathbb{R}^2$ or a bounded polyhedral of $\mathbb{R}^3$ (it suffices to apply the methods of Grisvard [8]).}
More precisely, exact controllability is equivalent to demonstrate that for $T > T_0$ the following inverse inequality

$$E_0 \leq C(\Omega, T) \int_{\Omega} \left| \frac{\partial \varphi}{\partial t} \right|^2 \, d\sigma dt$$

holds, where

$$E_0 = \frac{1}{2} \left( \int_{\Omega} |\nabla \varphi|^2 \, dx + \int_{\Omega} |\varphi|^2 \, dx \right)$$

is the initial energy of system (2.3), and $C(\Omega, T)$ is a constant depending only on geometry and final time. Multiplier methods [24] can give explicit constants, but only for large $\Gamma_0$ and $T$. Micro-local techniques [1], [4] characterize all $\Gamma_0$ and $T$ for which we obtain such a result, but in this case the constant is not explicit.

Using a new choice in the classical multiplier method, we will enlarge the set of geometric examples with explicit knowledge of constants.

### 2.2. Inverse inequality and exact controllability.

**Definition 2.1.** Let $A \in \mathbb{R}^{N \times N}$ be such that $A = -A^T$ (skew-symmetric). Let $d > 0$ be a positive real number and $I$ the identity matrix in $\mathbb{R}^{N \times N}$. We define for each $x^0 \in \mathbb{R}^N$ the set

$$\Gamma(x^0, d, A) = \{ x \in \Gamma \text{ such that } (x - x^0) \cdot (dI + A)\nu > 0 \}.$$  

Without loss of generality we introduce the following normalizing condition

$$d^2 + ||A||_2^2 = 1,$$

where $||A||_2 = \sup \{ |Ax| : |x| = 1 \}$ and $|\cdot|$ is the Euclidean norm in $\mathbb{R}^N$. We also define

$$r(x^0, d, A) = \max \{(x - x^0) \cdot (dI + A)\nu \text{ with } x \in \Gamma(x^0, d, A)\}$$

$$R(x^0) = \max \{|x - x^0| \text{ with } x \in \overline{\Gamma} \}.$$

**Theorem 2.2 (inverse inequality).** Given $x^0 \in \mathbb{R}^N$, $d > 0$ and a skew-symmetric matrix $A$ normalized as in (2.6), for each $T > 2d^{-1}R(x^0)$ and for each weak solution $\varphi$ of (2.3) the following inequality holds

$$E_0 \leq \frac{r(x^0, d, A)}{2(dT - 2R(x^0))} \int_{0}^{T} \int_{\Gamma(x^0, d, A)} \left| \frac{\partial \varphi}{\partial t} \right|^2 \, d\sigma dt.$$

**Theorem 2.3 (exact controllability).** Suppose that we can find $x^0 \in \mathbb{R}^N$, $d > 0$ and a skew-symmetric matrix $A$ normalized as in (2.6) such that $\Gamma(x^0, d, A)$ is not empty and $\Gamma(x^0, d, A) \subset \Gamma_0$, then for each $T > 2d^{-1}R(x^0)$ there exists a control $\nu \in L^2(\Sigma_0) \subset \mathcal{H}$ such that the corresponding solution of (2.1) satisfies the final condition (2.2).

Remark 1. - In the case $d = 1$ and $A = 0$ we recover classical results (see [24]).

Remark 2. - For $N = 2$, introducing $\theta \in [-\pi/2, \pi/2]$, taking $d = \cos \theta$ and $A_{21} = A_{12} = \sin \theta$, definition (2.5) can be replaced by

$$\Gamma(x^0, \theta) = \{ x \in \Gamma \text{ such that } (x - x^0) \cdot M(\theta)\nu > 0 \},$$
where \( M(\theta) \) is a rotation matrix of angle \( \theta \) anti-clockwise.

Remark 3. - For \( N = 3 \), if \( x^0 \in \mathbb{R}^3 \) and \( d^2 + |\dot{\mathbf{z}}|^2 = 1 \) we take \( A_{12} = -\alpha_3, A_{13} = \alpha_2 \) and \( A_{23} = -\alpha_1 \) and the definition (2.5) can be written using the exterior product in \( \mathbb{R}^3 \) as

\[
\Gamma(x^0, d, \alpha) = \{ x \in \Gamma \text{ such that } (x - x^0) \cdot (d\nu + \alpha \times \nu) > 0 \}. 
\]

![Figure 2.1](image1.png)

**Fig. 2.1.** Left. Control region \( \Gamma(x^0, \theta) \) (bold line) in the square \([-1, 1]^2 \) for \( x^0 \) centered and \( \theta < \pi/2 \). Theorem 2.3 gives a control time \( T > 2\sqrt{2}/\cos \theta \). Right. Comparison between BLR minimal control time and the minimal time given by Theorem 2.3 for this example.

![Figure 2.2](image2.png)

**Fig. 2.2.** Other regions of control obtained by applying a rotated multiplier technique. Left. Control region (bold line) for the Isaac’s bowling ball and a bone-shape region for \( \theta \) near \( \pi/2 \). Right. Control region \( \Gamma(x^0, d, \alpha) \) (in gray) in the cube \([-1, 1]^3 \) for a centered \( x^0 \), \( d = 0.1 \) and \( \alpha \) in the direction \((-1, 1, 1)\).

### 2.3. Rotated multiplier: proof of Theorems 2.2 and 2.3

Let \( \varphi \) be a weak solution of (2.3). Multiplying (2.3) by \( \nabla \varphi \cdot q \), where \( q \in W^{1,\infty}(\Omega)^N \) and by \( \varphi \) and integrating by parts, the following classical formulas ([24], Chapter 1) are deduced:

\[
(\varphi(t), q \cdot \nabla \varphi)_{0, \Omega \mid t=0}^{T} + \frac{1}{2} \int_Q \text{div} q(|\dot{\varphi}|^2 - |\nabla \varphi|^2) \, dx \, dt + \int_Q (\nabla q) \nabla \varphi \cdot \nabla \varphi \, dx \, dt = \frac{1}{2} \int_{\Sigma} q \cdot \nu \left| \frac{\partial \varphi}{\partial \nu} \right|^2 \, d\sigma \, dt,
\]

and

\[
(\varphi'(t), \varphi(t))_{0, \Omega \mid t=0}^{T} = \int_Q (|\dot{\varphi}|^2 - |\nabla \varphi|^2) \, dx \, dt.
\]
where $\langle \cdot , \cdot \rangle_{L^2(\Omega)}$ and $\| \cdot \|_{L^2(\Omega)}$ denote the usual inner product and norm in $L^2(\Omega)^N$ respectively.

We consider now in (2.11) a direction of type
\begin{equation}
q = (dI - A)(x - x^0),
\end{equation}
where $d > 0$ and $A = -A^t$ verify the normalizing condition (2.6). Note that $\text{div} \, q = dN, \nabla q = dI - A$ and $(A\nabla \varphi, \nabla \varphi)_{\partial \Omega} = 0$. With this choice (2.11) becomes
\begin{align*}
\langle \varphi', q \cdot \nabla \varphi \rangle_{L^2(\Omega)}^T &+ \frac{dN}{2} \int_Q (\|\varphi\|^2 - \|\nabla \varphi\|^2) \, dx dt + \\
&+ d \int_Q \|\nabla \varphi\|^2 \, dx dt = \frac{1}{2} \int_\Omega q \cdot \nu \left\| \frac{\partial \varphi}{\partial \nu} \right\|^2 \, dx dt.
\end{align*}

If we add up this last identity to (2.12) multiplied by $d(N - 1)/2$, we obtain
\begin{equation}
\left( \varphi', q \cdot \nabla \varphi + \frac{d(N - 1)}{2} \varphi \right)_{L^2(\Omega)}^T + \frac{d}{2} \int_Q (\|\varphi\|^2 + \|\nabla \varphi\|^2) \, dx dt = \frac{1}{2} \int_\Omega q \cdot \nu \left\| \frac{\partial \varphi}{\partial \nu} \right\|^2 \, dx dt.
\end{equation}

In virtue of the energy conservation principle it follows that
\begin{equation}
\langle \varphi', q \cdot \nabla \varphi + \frac{d(N - 1)}{2} \varphi \rangle_{L^2(\Omega)}^T + dTE_0 = \frac{1}{2} \int_\Omega q \cdot \nu \left\| \frac{\partial \varphi}{\partial \nu} \right\|^2 \, dx dt.
\end{equation}

Now, from
\begin{align*}
\langle q \cdot \nabla \varphi, \varphi \rangle_{L^2(\Omega)} &= \frac{1}{2} \int_\Omega \text{div} \, q \|\varphi\|^2 \, dx = -\frac{dN}{2} \|\varphi\|^2_{L^2(\Omega)},
\end{align*}
we can see that
\begin{align*}
\left\| q \cdot \nabla \varphi + \frac{d(N - 1)}{2} \varphi \right\|^2_{L^2(\Omega)} &= \|q \cdot \nabla \varphi\|^2_{L^2(\Omega)} + \frac{d^2(N - 1)}{2} \|\varphi\|^2_{L^2(\Omega)} + \frac{d^2(N - 1)^2}{4} \|\varphi\|^2_{L^2(\Omega)} \\
&\leq \|q \cdot \nabla \varphi\|^2_{L^2(\Omega)} + \frac{d^2(1 - N^2)}{4} \|\varphi\|^2_{L^2(\Omega)} \\
&\leq \|q \cdot \nabla \varphi\|^2_{L^2(\Omega)}.
\end{align*}
The above inequality implies that the first term in the left hand side of (2.15) is bounded by
\begin{align*}
2 \left( \frac{R(x^0)}{2} \|\varphi\|^2_{L^2(\Omega)} + \frac{1}{2R(x^0)} \|q \cdot \nabla \varphi\|^2_{L^2(\Omega)} \right),
\end{align*}
where $R(x^0)$ was defined in (2.7). Using the normalization condition (2.6), we obtain
\begin{align*}
\|q \cdot \nabla \varphi\|_{L^2(\Omega)} \leq (d^2 + ||A||^2)^{1/2} R(x^0) \|\varphi\|_{L^2(\Omega)} = R(x^0) ||\varphi||_{L^2(\Omega)}.
\end{align*}

Therefore, from (2.15) we deduce that
\begin{align*}
-2R(x^0)E_0 + dTE_0 \leq \frac{1}{2} \int_\Omega (dI - A)(x - x^0) \cdot \nu \left\| \frac{\partial \varphi}{\partial \nu} \right\|^2 \, dx dt.
\end{align*}
If we note that $(dI - A)(x - x^0) \cdot \nu = (x - x^0) \cdot (dI + A) \nu$, we have only to use definitions (2.5) of $\Gamma(x^0, d^t, A)$ and (2.7a) of $\gamma(x^0, d^t, A)$ in order to conclude the inverse inequality (2.8) and Theorem 2.2.

The exact controllability result of Theorem 2.3 follows directly from Theorem 2.2 applying HUM method (see [24], Chapter IV).
3. Elasticity system.

3.1. Control problem. We consider an isotropic homogeneous elastic body occupying a bounded open subset \( \Omega \) of \( \mathbb{R}^N \). We keep the same regularity assumptions and notations of Section 2. We introduce the boundary \( \Gamma \) of \( \Omega \), the control boundary \( \Gamma_0 \), and given a final time \( T > 0 \), the associated cylinders \( Q = \Omega \times (0,T) \), \( \Sigma = \Gamma \times (0,T) \) and \( \Sigma_0 = \Gamma_0 \times (0,T) \). We study the exact controllability of the system of linear elasticity with a control acting on a part of the boundary. More precisely, given \( f \in L^2(Q)^N \), a control \( v \in L^2(\Sigma_0)^N \) and initial conditions \( u^0 \in L^2(\Omega)^N \) and \( u^1 \in H^{-1}(\Omega)^N \), let \( u \) be the solution of

\[
\begin{align*}
(u'' - \mu \Delta u - (\lambda + \mu) \nabla \cdot u &= f \quad \text{in } Q, \\
\frac{\partial u}{\partial n} &= v \quad \text{on } \Sigma_0, \\
\frac{\partial u}{\partial n} &= 0 \quad \text{on } \Sigma \setminus \Sigma_0, \\
\frac{\partial u}{\partial n}(0) &= u^0, \quad u'(0) = u^1 \quad \text{in } \Omega,
\end{align*}
\]

where \( \mu \) and \( \lambda \) are Lamé's constants with \( \lambda + 2 \mu > 0 \). The symbol ' (prime) means derivation with respect to time. We take the notation \( (\Delta u)_i = \partial^2 u_i/\partial x_j \partial x_j \) and the convention that a repeated index in some expression means implicit sum on this index.

Under the conditions described above, System (3.1) has a solution in a transposition sense. It can be shown that \( u \in C([0,T]; L^2(\Omega)^N) \) and also that \( u' \in C([0,T]; H^{-1}(\Omega)^N) \), hence the conditions (3.1d) have a sense.

We seek for a control function \( v \) such that

\[
(3.2) \quad u(T) = 0 \quad \text{and} \quad u'(T) = 0.
\]

Now, let us consider the solution \( \varphi \) of the adjoint system:

\[
\begin{align*}
\varphi'' - \mu \Delta \varphi - (\lambda + \mu) \nabla \cdot \varphi &= 0 \quad \text{in } Q, \\
\varphi &= 0 \quad \text{on } \Sigma, \\
\varphi(0) &= \varphi^0, \quad \varphi'(0) = \varphi^1 \quad \text{in } \Omega,
\end{align*}
\]

for each \( \varphi^0 \in H^1_0(\Omega)^N \) and \( \varphi^1 \in L^2(\Omega)^N \). From classical regularity results, we know that \( \varphi \in C([0,T]; H^1_0(\Omega)^N) \) and \( \varphi' \in C([0,T]; L^2(\Omega)^N) \).

If we define the initial energy by

\[
(3.4) \quad E_0 = \frac{1}{2} \int_{\Omega} \left( |\varphi^0|^2 + \mu |\nabla \varphi^0|^2 + (\lambda + \mu) |\nabla \varphi^0|^2 \right) dx,
\]

multiplying (3.3) by \( \varphi' \) we obtain the conservation of energy

\[
(3.5) \quad E(t) = \int_{\Omega} \left( |\varphi'(t)|^2 + \mu |\nabla \varphi(t)|^2 + (\lambda + \mu) |\nabla \varphi(t)|^2 \right) dx = E_0, \quad \forall t \in [0,T].
\]

3.2. Two multiplier formulas. The following geometric property will be useful in this section and in the next section.

**Proposition 3.1.** Let \( \Gamma_0 \) be a subset of \( \Gamma \) with positive measure. Let \( \varphi \in H^2(\Omega)^N \) be such that the trace of \( \varphi \) on \( \Gamma_0 \) is a constant vector of \( \mathbb{R}^N \). Then

\[
(3.6) \quad \frac{\partial^2 \varphi_i}{\partial x_j \partial x_k} = \frac{\partial^2 \varphi_i}{\partial x_k \partial x_j} \quad \text{on } \Gamma_0 \quad \text{for all different } i, j, k \in \{1, \ldots, N\}.
\]
Proof. We assume that \( \varphi \in C^1(\overline{\Omega})^N \) and we can deduce the general case thanks to a density argument. If the symbol \( \times \) stands for the exterior product in \( \mathbb{R}^N \), the condition imposed to \( \varphi \) on \( \Gamma_0 \) is equivalent to \( \nabla \varphi_i \times \nu = 0 \) on \( \Gamma_0 \) for each \( i = 1, \ldots, N \), and this corresponds exactly to (3.6).

We introduce the well known tensorial product
\[
e : f = e_{ij} f_{ij},
\]
where \( e = \{e_{ij}\}_{j=1}^N \) and \( f = \{f_{ij}\}_{j=1}^N \) are tensorial fields defined in \( \Omega \) onto \( \mathbb{R}^{N \times N} \). We suppose that this tensorial product has lower precedence than the usual matrix product in \( \mathbb{R}^{N \times N} \).

Let \( q \) be a vector field defined in \( \Omega \) with \( q \in W^{2,\infty}(\overline{\Omega}) \).

Taking the multiplier \( (\nabla \varphi)q \) for each term of the left hand side in (3.3a) the following identities are deduced.
\[
\int_{\Omega} \nabla \text{div} \varphi \cdot (\nabla \varphi)q \, dx = \int_{\Omega} \frac{\partial^2 \varphi_i}{\partial x_i \partial x_j} \frac{\partial \varphi_j}{\partial x_k} q_k \, dx = -\int_{\Omega} \frac{\partial^2 \varphi_i}{\partial x_i \partial x_j} \frac{\partial \varphi_j}{\partial x_k} q_k \, dx - \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_k} q_k \, d\sigma + \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} q_k \, d\sigma,
\]
but
\[
-\int_{\Omega} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_k} q_k \, dx = \frac{1}{2} \int_{\Omega} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} q_k \, dx = \frac{1}{2} \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} q_k \, d\sigma
\]
and, taking into account Proposition 3.1,
\[
\int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} q_k \, d\sigma = \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} q_k \, d\sigma,
\]

hence it follows that
\[
\int_{\Omega} \nabla \text{div} \varphi \cdot (\nabla \varphi)q \, dx = \frac{1}{2} \int_{\Omega} |\nabla \varphi|^2 \, div q \, dx - \int_{\Omega} \text{div} \varphi \cdot \nabla \varphi \cdot \nabla \varphi' q \, dx + \frac{1}{2} \int_{\Gamma} |\nabla \varphi|^2 q \nu \, d\sigma.
\]

The other term gives
\[
\int_{\Omega} \Delta \varphi \cdot (\nabla \varphi)q \, dx = \int_{\Omega} \frac{\partial^2 \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} q_k \, dx = -\int_{\Omega} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, dx - \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, d\sigma + \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, d\sigma,
\]
but
\[
-\int_{\Omega} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, dx = \frac{1}{2} \int_{\Omega} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, dx = \frac{1}{2} \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, d\sigma
\]
and from Proposition 3.1,
\[
\int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, d\sigma = \int_{\Gamma} \frac{\partial \varphi_i}{\partial x_i} \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \varphi_i}{\partial x_k} q_k \, d\sigma,
\]
then
\[ \int_\Omega \Delta \varphi \cdot (\nabla \varphi) q \, dx = \frac{1}{2} \int_\Omega \nabla \varphi \cdot \nabla q \, dx - \int_\Omega \nabla \varphi : \nabla q \, dx + \frac{1}{2} \int_\Omega |\nabla \varphi|^2 \, q \cdot \nu \, ds. \]
Always with the multiplier $(\nabla \varphi) q$ the last term in (3.3a) gives in a classical manner
\[ \int_Q \varphi'' \cdot (\nabla \varphi) q \, dx \, dt = \frac{1}{2} \int_Q |\nabla \varphi|^2 \, q \, dx \, dt - \frac{1}{2} \int_Q |\nabla \varphi|^2 \, q \cdot \nu \, ds \, dt + (\varphi', (\nabla \varphi) q)_{0\Omega} \bigg|_{t=0}^T. \]
Using the other multiplier $(\nabla^t q) \varphi$ for each term of the left hand side in (3.3a) it follows that
\[
\int_\Omega \nabla \text{div} \varphi \cdot (\nabla^t q) \varphi \, dx = \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx = \]
\[
= - \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx - \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx + \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \nu_j \, dx \]
\[
= - \int_\Omega \text{div} \varphi \Delta q \cdot \varphi \, dx - \int_\Omega \text{div} \varphi \nabla \phi : \nabla q \, dx,
\]
since $\varphi = 0$ on $\Gamma$. For the second term
\[
\int_\Omega \Delta \varphi \cdot (\nabla^t q) \varphi \, dx = \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx = \]
\[
= - \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx - \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx + \int_\Gamma \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \nu_j \, dx \]
\[
= - \int_\Omega \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx - \int_\Omega \nabla \varphi : (\nabla^t q) \nabla \varphi \, dx.
\]
For the last term, always with the second multiplier $(\nabla^t q) \varphi$, integration by parts in $Q$ gives
\[
\int_Q \varphi'' \cdot (\nabla^t q) \varphi \, dx \, dt = - \int_Q (\nabla q) \varphi' \cdot \varphi' \, dx \, dt + (\varphi', (\nabla^t q) \varphi)_{0\Omega} \bigg|_{t=0}^T.
\]
Combining the identities above, a multiplier formula appears for each multiplier $(\nabla \varphi) q$ and $(\nabla^t q) \varphi$.

**Lemma 3.2.** Let $\varphi$ be the solution of (3.3). For all $q \in W^{2,n}(\Omega)^N$ we have
\[
(3.11) \quad (\varphi', (\nabla \varphi) q)_{0\Omega} \bigg|_{t=0}^T + \frac{1}{2} \int_0^T \text{div} q (|\varphi'|^2 - \mu |\nabla \varphi|^2 - (\varphi')^2) \, dx \, dt + \]
\[
+ \mu \int_Q \nabla \varphi : \nabla q \, dx \, dt + (\varphi) \int_Q \text{div} \varphi \nabla \phi : \nabla q \, dx \, dt =
\]
\[
= \frac{1}{2} \int_\Omega \mu (|\nabla \varphi|^2 + (\varphi')^2) \, dx \, dt,
\]
\[
(3.12) \quad (\varphi', (\nabla^t q) \varphi)_{0\Omega} \bigg|_{t=0}^T = \int_Q (\nabla q) \varphi' \cdot \varphi' \, dx \, dt - \mu \int_Q \nabla \varphi : \nabla q \, dx \, dt + \]
\[
- (\varphi) \int_Q \text{div} \varphi \nabla \phi : \nabla q \, dx \, dt - \mu \int_Q \frac{\partial \varphi}{\partial x_i} \frac{\partial q_k}{\partial x_j} \varphi_k \, dx \, dt + \]
\[
- (\varphi) \int_Q \text{div} \varphi \Delta q \cdot \varphi \, dx \, dt.
\]
3.3. Choice of the rotated direction. The classical choice \( q = x - x^0, x^0 \in \mathbb{R}^N \), in (3.11) and (3.12) gives (see [24])

\[
\begin{align*}
(\varphi', \nabla \varphi(x-x^0))_{\Omega(t)}^T &+ \frac{N}{2} \int_Q (|\varphi|^2 - \mu |\nabla \varphi|^2 - (\lambda + \gamma) |\text{div} \varphi|^2) \, dxdt + \\
\int_Q (\mu |\nabla \varphi|^2 + (\lambda + \gamma) |\text{div} \varphi|^2) \, dxdt &= \frac{1}{2} \int_{\Sigma} (\mu |\nabla \varphi|^2 + (\lambda + \gamma) |\text{div} \varphi|^2)(x-x^0) \cdot \nu \, d\sigma dt.
\end{align*}
\]

and

\[
(\varphi', \varphi)_{\Omega(t)}^T = \int_Q (|\varphi|^2 - \mu |\nabla \varphi|^2 - (\lambda + \gamma) |\text{div} \varphi|^2) \, dxdt.
\]

Now, a rotated direction \( q = A(x-x^0), A = -A^t \) (skew-symmetric) in (3.11) and (3.12) gives the following new identities:

\[
(\varphi', \nabla \varphi A(x-x^0))_{\Omega(t)}^T - (\lambda + \gamma) \int_Q \text{div} \varphi \nabla \varphi : A \, dxdt = \frac{1}{2} \int_{\Sigma} (\mu |\nabla \varphi|^2 + (\lambda + \gamma) |\text{div} \varphi|^2) A(x-x^0) \cdot \nu \, d\sigma dt.
\]

(3.16)

\[
(\varphi', A\varphi)_{\Omega(t)}^T = (\lambda + \gamma) \int_Q \text{div} \varphi \nabla \varphi : A \, dxdt.
\]

Remark 4. - For \( N = 2 \) or \( N = 3 \), the tensorial product \( \nabla \varphi : A \) in (3.15) and (3.16) can be written in terms of the curl and \textbf{curl} operators respectively. Indeed, let \( e_{ij} = e_i \otimes e_j - e_j \otimes e_i \), where \( \{e_i\}_{i=1}^N \) is the canonical basis in \( \mathbb{R}^N \). If \( N = 2 \) and \( A = \alpha (e_{21} - e_{12}) \), where \( \alpha \in \mathbb{R} \), then

\[
\nabla \varphi : A = \alpha \left( \frac{\partial \varphi_2}{\partial x_1} - \frac{\partial \varphi_1}{\partial x_2} \right) = \alpha \text{curl} \varphi.
\]

In \( N = 3 \) and \( A = \alpha_1 (e_{32} - e_{23}) + \alpha_2 (e_{13} - e_{31}) + \alpha_3 (e_{21} - e_{12}) \) where \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{R}^3 \), then

\[
\nabla \varphi : A = \alpha_1 \left( \frac{\partial \varphi_3}{\partial x_2} - \frac{\partial \varphi_2}{\partial x_3} \right) + \alpha_2 \left( \frac{\partial \varphi_1}{\partial x_3} - \frac{\partial \varphi_3}{\partial x_1} \right) + \alpha_3 \left( \frac{\partial \varphi_2}{\partial x_1} - \frac{\partial \varphi_1}{\partial x_2} \right) = \alpha \cdot \text{curl} \varphi.
\]

One can compare with the analogous properties of Corollary 4.12 in Section 4.

3.4. Inverse inequality and exact controllability. Given the same notations as in Section 2, if we introduce the subset \( \Gamma(x^0, d, A) \) of \( \Gamma \) as in (2.5), and the quantities \( r(d, A) \) and \( R(d) \) as in (2.7), we obtain the following observability inequality and exact controllability result.

THEOREM 3.3 (inverse inequality). Given \( x^0 \in \mathbb{R}^N, d > 0 \) and a skew-symmetric matrix \( A \) normalized as in (2.6), if \( \lambda_0^N = \inf \{ ||\nabla \varphi||^2_{L^2(\Omega)} / ||\varphi||^2_{L^2(\Omega)} : \varphi \in H^1_0(\Omega)^N \} \) and if we define

\[
T(x^0, d, A) = \frac{2}{\sqrt{d}} \left( R(x^0) + \frac{||\varphi||^2_2}{\lambda_0^N} \right),
\]

(3.17)
then for each \( T > d^{-1} T(x^0, d, A) \) and for each weak solution \( \varphi \) of (3.3) the following inequality holds

\[
E_0 \leq \frac{r(d^0, d, A)}{2(dt - T(x^0, d, A))} \int_0^T \int_G (\mu |\nabla \varphi|^2 + (\lambda + \mu) |\text{div} \varphi|^2) \, dx \, dt,
\]

where the initial energy \( E_0 \) was defined in (3.4).

**Theorem 3.4** (exact controllability). Suppose that there exist \( x^0 \in \mathbb{R}^N \), \( d > 0 \) and a skew-symmetric matrix \( A \) normalized as in (2.4) such that \( \Gamma(x^0, d, A) \) is not empty and \( \Gamma(x^0, d, A) \subset \Gamma_0 \), then for each \( T > d^{-1} T(x^0, d, A) \) there exists a control \( v \in L^2(\Sigma_0)^N \) such that the corresponding solution of (3.1) satisfies the final time condition (3.2).

**Proof.** Adding up the classical formulas (3.13) multiplied by \( b \) with (3.14) multiplied by \( d(N-1)/2 \) let us to obtain

\[
\left( \varphi' , \nabla \varphi(x-x^0) + \frac{d(N-1)}{2} \varphi \right)_{0, \Omega} \int_{t_0}^T \int_Q \left( (\mu |\nabla \varphi|^2 - \mu |\nabla \varphi|^2 - (\lambda + \mu) |\text{div} \varphi|^2 \right) \, dx \, dt + d \int_Q (\mu |\nabla \varphi|^2 + (\lambda + \mu) |\text{div} \varphi|^2) \, dx \, dt = \frac{d}{2} \int_\Omega (\mu |\nabla \varphi|^2 + (\lambda + \mu) |\text{div} \varphi|^2) (x-x^0) \cdot \nu \, d\sigma dt.
\]

Now, the new formula (3.16) replaced into the new identity (3.15) gives

\[
\left( \varphi' , \nabla \varphi(x-x^0) - A \varphi \right)_{0, \Omega} \int_{t_0}^T \int_Q (\mu |\nabla \varphi|^2 + (\lambda + \mu) |\text{div} \varphi|^2) A(x-x^0) \cdot \nu \, d\sigma dt.
\]

By subtracting the last two identities we establish that

\[
\left( X_1(t) + X_2(t) \right)_{t_0}^T = dT E_0 = \int_\Sigma (\mu |\nabla \varphi|^2 + (\lambda + \mu) |\text{div} \varphi|^2) (x-x^0) \cdot (dI + A) \nu \, d\sigma dt,
\]

where we have defined the quantities:

\[
X_1(t) = \left( \varphi' , A \varphi \right)_{0, \Omega} \quad \text{and} \quad X_2(t) = \left( \varphi' , \nabla \varphi(x-x^0) + \frac{d(N-1)}{2} \varphi \right)_{0, \Omega}.
\]

We will prove the inverse inequality (3.18). On one hand, we deduce from the Cauchy-Schwartz inequality, the inequality \( ab \leq a^2/(4c) + c b^2 \) with \( c = \lambda_0 \|A\|_2 \) and from the definition of \( \lambda_0 \) and \( E_0 \) that

\[
\left| X_1(t)_{t_0}^T \right| \leq 2 \|A\|_2 \|\varphi\|_{L^2(\Omega)}^2 + 2 \frac{\lambda_0 \sqrt{T}}{2 \|A\|_2} \|\varphi\|_{L^2(\Omega)}^2 \leq 2 \|A\|_2 \|\varphi\|_{L^2(\Omega)}^2.
\]

Note that if \( \|A\|_2 = 0 \) then \( X_1 = 0 \). On the other hand, using the Cauchy-Schwartz inequality and the same inequality as before with \( c = \sqrt{\mu}/(2R(x^0)) \) we obtain

\[
\left| X_2(t) \right| \leq \frac{R(x^0)}{2 \sqrt{\mu}} \|\varphi\|_{L^2(\Omega)}^2 + \frac{\mu}{2 R(x^0) \sqrt{\mu}} \left( \|\nabla \varphi(x-x^0)\|_{L^2(\Omega)}^2 + d(N-1)^2 \|\varphi\|_{L^2(\Omega)}^2 + d(N-1) \|\nabla \varphi(x-x^0) \varphi\|_{0, \Omega} \right),
\]

This completes the proof.
where \( R(x^0) = \max_{x \in \mathbb{R}^2} |x - x^0| > 0 \) was introduced in (2.7). We note that
\[
(\nabla \varphi (dI - A)(x - x^0), \varphi)_{\Omega, \Omega} = -\frac{Nd}{2} \| \varphi \|^2_{\Omega, \Omega},
\]
hence the last two terms in (3.21) have a negative sum \(-d^2(N^2 - 1) \| \varphi \|^2_{\Omega, \Omega} / 4\). One also remarks that
\[
\| \nabla \varphi (dI - A)(x - x^0) \|^2_{\Omega, \Omega} \leq (d^2 + \| A \|^2_2) R(x^0)^2 \| \nabla \varphi \|^2_{\Omega, \Omega} \leq R(x^0)^2 \| \nabla \varphi \|^2_{\Omega, \Omega},
\]
since it has been assumed that \( d^2 + \| A \|^2_2 = 1 \). Finally we obtain
\[
(3.22) \quad \| \nabla \varphi (dI - A)(x - x^0) \|^2_{\Omega, \Omega} \leq 2 \frac{R(x^0)}{\sqrt{\mu}} \| \varphi \|^2_{\Omega, \Omega} + 2 \frac{1}{2 R(x^0) \sqrt{\mu}} R(x^0)^2 \| \nabla \varphi \|^2_{\Omega, \Omega} \leq 2 \frac{R(x^0)}{\sqrt{\mu}} E_0.
\]
The inequality (3.18) follows from (3.19), (3.20), (3.22) and definitions (2.5) and (2.7).

Theorem 3.4 follows immediately from Theorem 3.3 applying the HUM method (see [24], Chapter IV).

4. Stokes system.

4.1. Control problem. Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^N \) (\( N = 2 \) or \( N = 3 \)) with boundary \( \Gamma \) of class \( C^2 \). Let \( \nu \) be the unit exterior normal to \( \Omega \). If \( N = 2 \) we refer to the the tangent vector on \( \Gamma \) as \( \tau = (-\nu_2, \nu_1) \).

DEFINITION 4.1. For a vector field \( \mathbf{z} \) defined on the boundary \( \Gamma \), we introduce the operators \( \gamma_n \) and \( \gamma_\tau \) defined by
\[
\gamma_n \mathbf{z} = \mathbf{z} \cdot \nu \quad (4.1)
\]
\[
\gamma_\tau \mathbf{z} = \begin{cases} \mathbf{z} \cdot \tau & \text{if } N = 2 \\ \nu \times \mathbf{z} & \text{if } N = 3. \end{cases} \quad (4.2)
\]

Remark 5. - It should be noticed that on \( \Gamma \)
\[
\mathbf{z} = \gamma_n (\mathbf{z}) \nu + \gamma_\tau (\mathbf{z}) \tau \quad \text{if } N = 2
\]
\[
\mathbf{z} = \gamma_n (\mathbf{z}) \nu + \gamma_\tau (\mathbf{z}) \times \nu \quad \text{if } N = 3.
\]
Therefore \( \gamma_n \) corresponds to the normal trace for \( N = 2 \) and \( N = 3 \) and \( \gamma_\tau \) corresponds to the tangential trace for \( N = 2 \). In case \( N = 3 \), \( \gamma_\tau \times \nu \) corresponds to the tangential components.

Now, let introduce the following classical functional spaces (see [43]) with their usual topologies,
\[
H = \{ \mathbf{v} \in L^2(\Omega)^N \mid \text{div} \mathbf{v} = 0, \gamma_n \mathbf{v} = 0 \text{ on } \Gamma \}, \quad V = \{ \mathbf{v} \in H^1_0(\Omega)^N \mid \text{div} \mathbf{v} = 0 \},
\]
in the standard embedding scheme \( V' \subset H' \equiv H \subset V \).

The following control problem is considered. Let \( T > 0 \) and let \( \Gamma_0 \) be a subset of \( \Gamma \) with positive measure. Given \( \mathbf{y}_0 \in H \) and \( f \in L^2(0, T; V') \), for each control \( v \) scalar field if \( N = 2 \) or \( \mathbf{v} \) vector field in \( R^3 \) if \( N = 3 \), we consider (formally at the moment) the solution \( (\mathbf{y}, p) \) of the following evolution Stokes problem
\[
(4.4a) \quad \mathbf{y}' - \Delta \mathbf{y} + \nabla p = f \quad \text{in} \quad \Omega \times (0, T)
\]
\[
(4.4b) \quad \text{div} \mathbf{y} = 0 \quad \text{in} \quad \Omega \times (0, T)
\]
\[ (4.4c) \quad \gamma_0 y = 0 \quad \text{on} \quad \Gamma_0 \times (0, T) \]
\[ (4.4d) \quad \gamma_\nu y = \begin{cases} v & \text{if } N = 2 \\ \nu & \text{if } N = 3 \end{cases} \quad \text{on} \quad \Gamma_0 \times (0, T) \]
\[ (4.4e) \quad y = 0 \quad \text{on} \quad (\Gamma \setminus \Gamma_0) \times (0, T) \]
\[ (4.4f) \quad y(0) = y_0 \quad \text{in} \quad \Omega. \]

Here \( y \) is the vector velocity field in \( \mathbb{R}^N \) and \( p \) is the pressure, defined up to an additive constant. The symbol \( ' \) (prime) means derivation with respect to time and we use the usual notation \( (\Delta y)_i = \partial^2 y_i / \partial x_i \partial x_j \) here (where repeated index means sum). In case \( N = 3 \), the control \( v \) must satisfy the following compatibility condition
\[ (4.5) \quad \gamma_0 v = 0 \quad \text{on} \quad \Gamma_0 \quad \text{if} \quad N = 3. \]

Our main goal is to find geometric conditions over \( \Gamma_0 \) in such a way that the space \( \{ y(T) \} \) is dense in a suitable space when the control function \( v \) or \( \nu \) varies in a space also to be determined. In other words, we seek for conditions to have the tangential boundary approximate controllability.

Without loss of generality, for the approximate control problem, the initial datum \( y_0 \) and \( f \) may be taken to be zero.

### 4.2. Tangential boundary approximate controllability

In Theorem 4.3 we obtain approximate controllability by using a rotated direction multiplier technique, with a geometric condition similar to that required in Sections 2 and 3. In Theorem 4.4 we state the result for analytic boundaries and, in this particular case, the geometric condition of Theorem 4.3 is not necessary.

In order to describe the condition appearing in Theorem 4.3, we set down an analogous to Definition 2.1 in two and three dimensions including the case \( d = 0 \) and other signs of the inner product appearing in the main condition.

**Definition 4.2.** Let \( x^0 \) be a vector in \( \mathbb{R}^N \), \( d \geq 0 \) and \( \alpha \in \mathbb{R} \) when \( N = 2 \) or \( \alpha \in \mathbb{R}^3 \) when \( N = 3 \). We define the following subset of \( \Gamma \)
\[ (4.6) \quad \Gamma^+(x^0, d, \alpha) = \begin{cases} \{ x \in \Gamma \text{ such that } (x - x^0) \cdot (dv + \alpha \tau) > 0 \} & \text{if } N = 2 \\ \{ x \in \Gamma \text{ such that } (x - x^0) \cdot (dv + \alpha \times \nu) > 0 \} & \text{if } N = 3 \end{cases} \]

and analogously we define \( \Gamma^-(x^0, d, \alpha) \) and \( \Gamma^0(x^0, d, \alpha) \) if the sign of the inner product in (4.6) is negative or zero respectively.

In order to shorten notations let us define
\[ \Sigma_0 = \Gamma_0 \times (0, T). \]

**Theorem 4.3 (approximate controllability).** We suppose that there exist \( x^0 \in \mathbb{R}^N \), \( d \geq 0 \) and \( \alpha \in \mathbb{R} \) when \( N = 2 \) or \( \alpha \in \mathbb{R}^3 \) when \( N = 3 \) such that \( \Gamma_0 \) satisfies the conditions
\[
(4.7a) \quad \Gamma_0 \supseteq \Gamma^+(x^0, d, \alpha) \quad \text{if} \quad d > 0 \\
(4.7b) \quad \Gamma_0 \supseteq \Gamma^+(x^0, 0, \alpha) \cup \Gamma^0(x^0, 0, \alpha) \quad \text{if} \quad d = 0.
\]

For each \( T > 0 \) and for each \( v \in L^2(\Sigma_0) \) when \( N = 2 \) or \( v \in L^2(\Sigma_0)^3 \) \( \text{satisfying} \ (4.5) \) when \( N = 3 \), let us consider a solution \( (y, y^T) \) of (4.4) in the weak sense of Definition 4.6. Then for all \( T > 0 \) the following sets are dense in \( V' \)
\[
(4.8) \quad \{ y^T \text{ such that } v \in L^2(\Sigma_0) \} \quad \text{if} \quad N = 2 \\
\quad \{ y^T \text{ such that } v \in L^2(\Sigma_0)^3 \text{ satisfying } (4.5) \} \quad \text{if} \quad N = 3.
\]
Remark 6. – With a boundary control in $L^2(\Sigma_0)$, we will give a sense to $y(T)$ only in $V^\prime$. More precisely, if $(y, y^T)$ is a weak solution of (4.4) in the sense of Definition 4.6, we will show that $y \in C^0([0, T]; V^\prime)$.

Remark 7. – If $\Gamma_0$ verifies $\Gamma_0 \supset \Gamma^+(x^0, 0, \alpha)$ for a choice of the parameters $x^0, d = 0$ and $\alpha$, but the condition (4.7b) is not fulfilled, then it is showed that $\Gamma_0$ can be replaced by $\Gamma_0 \cup \Gamma^-(x^0, 0, \alpha)$ and Theorem 4.3 can be applied again with a new choice $x^0, d, \alpha$ of the parameters (see the example provided by Figure 4.1).

**Fig. 4.1. Example for Remark 7 in a half circle.** Left. Take $\Gamma_0 = \Gamma^+(x^0, 0, 1)$ (bold line); $\Gamma_0$ can be extended to the whole diameter $\Gamma_0 = \Gamma^+(x^0, 0, 1) \cup \Gamma^-(x^0, 0, 1)$. Center. For a new $x^0$, $\Gamma_0$ can be extended to the whole boundary $\Gamma_0 = \Gamma^+(x^0, 0, 1) \cup \Gamma^-(x^0, 0, 1)$. Right. Another choice of parameters e.g. $x^0, d = 1, \alpha = 0$ leads to apply Theorem 4.3 to conclude the approximate controllability.

The following result shows that condition (4.7) of Theorem 4.3 is not necessary for analytic boundaries if $N = 2$.

**Theorem 4.4 (approximate controllability for analytic boundaries).** Assume that $N = 2$ and $\Omega$ connected. Let $\{\Gamma_i\}_i=1^K$ be the connected components of $\Gamma$ and define $\Gamma_i^\delta = \Gamma_0 \cap \Gamma_i$. If for each $i = 1, \ldots, K$ we have $\Gamma_i^\delta = \Gamma_i$ or $\Gamma_i$ analytic and $\Gamma_i$ an arbitrary non-empty open subset of $\Gamma_i$, then for each $T > 0$ the sets (4.8) are dense in $V^\prime$.

**Remark 8.** – Condition (4.7) is not necessary in a generic sense for all $N$ and for a regular boundary $\Gamma$, if $\Gamma_0$ is an arbitrary non-empty subset of $\Gamma$, we could always slightly modify $\Gamma_0$ in order to have the result of Theorem 4.3 (see [36]).

**Remark 9.** – There is no counterexample in order to decide if condition (4.7) is too restrictive, for instance, in the case of non-analytic boundaries for $N = 2$.

### 4.3. A trace property.

Here, we recall the definitions:

$$\nabla z = \frac{\partial z_2}{\partial x_2} \frac{\partial z_1}{\partial x_1} \frac{\partial z_1}{\partial x_2}$$

and

$$\text{curl} z = \left( \frac{\partial z_3}{\partial x_2} \frac{\partial z_1}{\partial x_2} \frac{\partial z_2}{\partial x_1} \frac{\partial z_1}{\partial x_2} \frac{\partial z_3}{\partial x_2} \right)$$

if $N = 3$.

**Proposition 4.5.** Let $z \in H^2(\Omega)^N$ with $z = c$ on $\Gamma_0$, where $c$ is a constant vector of $\mathbb{R}^N$ and $\Gamma_0$ is a subset of $\Gamma$ of positive measure. Then, on $\Gamma_0$, we have

$$\gamma_t((\nabla z)\nu) = \text{div} z$$

(4.10a)

$$\gamma_t((\nabla z)\nu) = \begin{cases} \text{curl} z & \text{if } N = 2 \\ \text{curl} z & \text{if } N = 3. \end{cases}$$

(4.10b)
Proof. We will prove the result for $z \in C^1(\Omega)$. The condition $z = c$ on $\Gamma_0$ allow us to use Proposition 3.1, that is to say that the derivative and normal indexes can be permuted on $\Gamma_0$. Thanks to this property we easily see that

$$ (\nabla z)\nu \cdot \nu = \frac{\partial z_i}{\partial x_j} \nu_j \nu_i = \frac{\partial z_i}{\partial x_j} \nu_j \nu_i = \text{div} z. $$

We recall the condensed formulas:

$$ \text{curl} z = \varepsilon_{ij} \frac{\partial z_j}{\partial x_i} \quad \text{if} \quad N = 2 \quad \text{and} \quad (\text{curl} z)_i = \varepsilon_{ijk} \frac{\partial z_k}{\partial x_j} \quad \text{if} \quad N = 3, $$

where $\varepsilon_{ij}$ and $\varepsilon_{ijk}$ are the signs of index permutations, i.e., if $e_i$ is the $i$-th canonical base vector of $\mathbb{R}^N$, we have $\varepsilon_{ij} = \det(e_i e_j)$ and $\varepsilon_{ijk} = \det(e_i e_j e_k)$. In case $N = 2$, if we remember that $\tau_i = -\varepsilon_{ik} \mu_k$ and $\varepsilon_{ik} = -\varepsilon_{ki}$, then

$$ (\nabla z)\nu \cdot \tau = \frac{\partial z_i}{\partial x_j} \nu_j \varepsilon_{ik} \mu_k = \varepsilon_{ki} \frac{\partial z_i}{\partial x_j} \nu_j \mu_k = \text{curl} z. $$

For $N = 3$, if we use the fact that $(a \times b)_i = \varepsilon_{ijk} a_j b_k$, we obtain

$$ (\nu \times (\nabla z)\nu)_i = \varepsilon_{ijk} \nu_j \frac{\partial z_k}{\partial x_i} \eta = \varepsilon_{ijk} \frac{\partial z_k}{\partial x_j} \eta \nu = (\text{curl} z)_i. $$

The general case $z \in H^2(\Omega)$ can be deduced by a density argument from the regular case. $\blacksquare$

4.4. Weak formulation of the non smooth data problem (4.4). Without loss of generality, we consider the case $f = 0$ and $y_0 = 0$. We can always do this by choosing new variables $y - \overline{y}$ and $p - \overline{p}$ where $(\overline{y}, \overline{p})$ is the solution of (4.4) for $v = 0$ (or $v = 0$). We recall that ([43], Theorem 1.1, p. 254)

$$ y \in L^2(0,T;V) \cap C([0,T];H), \quad y' \in L^2(0,T;V'), \quad p = \overline{p}' \quad \text{with} \quad \overline{p} \in C([0,T];L^2(\Omega)). $$

Definition 4.6. For each $v \in L^2(\Sigma_0)$ if $N = 2$ or $v \in L^2(\Sigma_0)^3$ verifying (4.5) if $N = 3$, we say that $(y, y^T)$ is a weak solution to Problem (4.4) if $y \in L^2(0,T;H)$, $y^T \in V'$ and

$$ \int_Q y' \cdot h \, dx \, dt + \langle y^T, z^T \rangle_{V^*, V} = \begin{cases} -\int_{\Sigma_0} v \cdot \text{curl} z \, dx \, dt & \text{if} \ N = 2 \\ -\int_{\Sigma_0} v \cdot \text{curl} z \, dx \, dt & \text{if} \ N = 3 \end{cases} $$

for each $h \in L^2(0,T;H)$ and $z^T \in V$, where $z$ is the solution of

(4.12a) $$ -z' + \Delta z + \nabla q = h \quad \text{in} \quad \Omega \times (0,T) $$
(4.12b) $$ \text{div} z = 0 \quad \text{in} \quad \Omega \times (0,T) $$
(4.12c) $$ z = 0 \quad \text{on} \quad \Gamma \times (0,T) $$
(4.12d) $$ z(T) = z^T \quad \text{on} \quad \Omega. $$
We know ([43], Proposition 1.2, p. 267) that Problem (4.12) has a unique solution
\[ z \in L^2(0,T;H^2(\Omega))^N \cap V \text{ and } q \in L^2(0,T;H^1(\Omega)/\mathbb{R}), \]
with continuous dependence with respect to the data. From (4.12a) we also see that
\[ z^t \in L^2(0,T;H) \text{ hence } z \in C([0,T];V) \]
(see [43], Chapter 1, Proposition 2.1 or [26], Chapter 3, Lemma 1.1), and then (4.12b) is meaningful.

**Lemma 4.7.** For each \( v \in L^2(\Sigma_0) \) when \( N = 2 \) or \( v \in L^2(\Sigma_0)^3 \) verifying (4.5) when \( N = 3 \), there exists a unique solution \( (y,y^T) \) of (4.11) - (4.12) in \( L^2(0,T;H) \times V' \). Moreover \( y \in C([0,T];V') \) and \( y(T) = y^T \) in \( V' \).

**Proof.** The hardest part is to show that \( y \in C([0,T];V') \). Let \( A \) be the Stokes operator and let \( D(A) \) be its domain,
\[ D(A) = \{ v \in V \text{ such that } \mathcal{A}v \in H \} = H^2(\Omega)^N \cap V. \]
If \( h \in L^2(0,T;D(A)) \) and \( z^T = 0 \), it can be shown that the solution of (4.12) satisfies \( z^t \in L^2(0,T;D(A)) \) with a continuous dependence. Note that for each \( h \in D((0,T);D(A)) \) we have in the sense of distributions
\[ \langle y^t, h \rangle = -\langle y, h^t \rangle = -\int_Q y \cdot h^t \, dx \, dt \]
and then using Problem (4.11)-(4.12) with \( z^T = 0 \), it follows that
\[ |\langle y^t, h \rangle| \leq \left| \int_Q y \cdot h^t \, dx \, dt \right| \leq \|v\|_{L^2(\Sigma_0)} \|\text{curl } z\|_{L^2(\Sigma_0)} \leq C \|h\|_{L^2(0,T;D(A))} \]
and then by density \( y^t \in L^2(0,T;D(A)) \). Since \( y \in L^2(0,T;H) \) we have \( y \in C([0,T];X) \) (see [26]) with
\[ X = [H, D(A)]_{1,2} = [D(A), H]_{1,2} = V', \]
where \([X_1, X_2]_{1,2} \) denotes the interpolated space between \( X_1 \) and \( X_2 \) (see [26], Chapter 1, Proposition 2.1). Once we know that \( y \in C([0,T];V') \) a density argument can be used to prove \( y(T) = y_T \). Indeed, by taking \( z \in D((0,T);V) \), where \( V = \{ \phi \in D(\Omega) \mid \text{div } \phi = 0 \text{ in } \Omega \} \) in (4.11)-(4.12) we obtain the weak solution \( y \) satisfies (4.4a) in the sense of distributions. Then taking a test function \( z \in L^2(0,T;V) \) in this equation and observing that the Green formula
\[ \int_0^T \langle y^t, z \rangle_{D(A)^t,D(A)} \, dt = -\int_0^T \langle y, z^t \rangle_{H} \, dt + \langle y(T), y^T \rangle_{V',V} \]
is valid, after comparing with (4.11) we obtain that
\[ \langle y(T) - y_T, z^T \rangle_{V',V} = 0 \quad \text{for all } z^T \in V, \]
that is for all \( z^T \in V \) and this implies that \( y(T) = y_T \) in \( V' \). \( \Box \)

**Lemma 4.8.** If \( v \) (or \( v \)) is a regular function, then Problem (4.4) is equivalent to Problem (4.11)-(4.12).

**Proof.** If we multiply (4.4) by the solution of (4.12) and if we integrate by parts, we obtain
\[ \int_Q y \cdot h \, dx \, dt + \int_\Omega y(T) \cdot z^T \, dx = -\int_\Sigma_0 (\nabla z) \nu \cdot y \, d\sigma dt. \]
But we know that \( z \) satisfies (4.12c), thus it is constant on \( \Gamma_0 \). By using Proposition 4.5, conditions (4.12b), (4.4c) and (4.4d), we infer that on \( \Sigma_0 \)

\[
(\nabla z)_{\nu} \cdot y = \begin{cases} \gamma_{n}(\nabla z)_{\nu} \quad \gamma_{n} y + \gamma_{r}(\nabla z)_{\nu} \cdot \gamma_{r} y = v \cdot \text{curl} z & \text{if } N = 2 \\
\gamma_{n}(\nabla z)_{\nu} \quad \gamma_{r}(\nabla z)_{\nu} \cdot \gamma_{r} y = v \cdot \text{curl} z & \text{if } N = 3,
\end{cases}
\]

Conversely, in the previous Lemma we have proved that the solution of Problem (4.11)-(4.12) satisfies (4.4) except for (4.4d). But this can be easily shown in the regular case by comparison. \( \square \)

### 4.5. Spectral decomposition

We want to prove that, under the hypothesis of Theorem 4.3 or Theorem 4.4, the set \( \{ y^T \} \) of solutions to Problem (4.11)-(4.12) is dense in \( V' \) as \( v \) (or \( v \)) varies in the control set. Given \( z^T \in V \), we suppose that for each \( v \in L^2(\Sigma_0) \) if \( N = 2 \) or \( v \in L^2(\Sigma_0)^3 \) verifying (4.5) if \( N = 3 \), we have

\[
(y^T, z^T)_{V', V} = 0.
\]

We will show that \( z^T = 0 \). We take \( h = 0 \) in Problem (4.11)-(4.12), therefore we have

\[
\begin{cases}
\int_{\Sigma_0} v \cdot \text{curl} z \, dt = 0 & \text{if } N = 2 \\
\int_{\Sigma_0} v \cdot \text{curl} z \, dt = 0 & \text{if } N = 3
\end{cases}
\]

for each \( v \in L^2(\Sigma_0) \) when \( N = 2 \) or \( v \in L^2(\Sigma_0)^3 \) verifying (4.5) when \( N = 3 \). Thus we have \( \text{curl} z = 0 \) on \( \Sigma_0 \) when \( N = 2 \). In case \( N = 3 \), Proposition 4.5 implies that \( \text{curl} z \cdot \nu \equiv 0 \) on \( \Sigma_0 \) and then we also have \( \text{curl} z \equiv 0 \) on \( \Sigma_0 \).

After reversing time and changing notations by \( z^0 = z^T \), we see that in order to prove Theorem 4.3 or Theorem 4.4 we need to show the following unique continuation property: Let \( (z, q) \) be a solution of

\[
\begin{align*}
(4.13a) & \quad z' - \Delta z + \nabla q = 0 \quad \text{in } \Omega \times (0, T) \\
(4.13b) & \quad \text{div} z = 0 \quad \text{in } \Omega \times (0, T) \\
(4.13c) & \quad z = 0 \quad \text{on } \Gamma \times (0, T) \\
(4.13d) & \quad z(0) = z^0 \quad \text{in } \Omega.
\end{align*}
\]

under the condition

\[
\begin{cases}
\text{curl} z = 0 & \text{if } N = 2 \\
\text{curl} z = 0 & \text{if } N = 3
\end{cases}
\]

on \( \Sigma_0 \), then necessarily

\[
z = 0 \quad \text{and } q = c t \quad \text{in } \Omega \times (0, T).
\]

In order to study this property, we use an spectral decomposition method as in [27]. In this way, we first extend the solutions of (4.13) analytically for \( t > 0 \) and we introduce the spectrum of the Stokes operator ordered as

\[0 < \lambda_1 < \lambda_2 < \ldots \to \infty.\]

For each eigenvalue \( \lambda_i, \ i \geq 1 \), with multiplicity \( l_i \), the associated eigenfunctions are designated by \( (\varphi^i, \pi^i), \ j = 1, \ldots, l_i \), and they form an orthonormal basis. Thus we have

\[
\begin{align*}
(4.14a) & \quad -\Delta \varphi^i + \nabla \pi^i = \lambda_i \varphi^i \quad \text{in } \Omega \\
(4.14b) & \quad \text{div} \varphi^i = 0 \quad \text{in } \Omega \\
(4.14c) & \quad \varphi^i = 0 \quad \text{on } \Gamma.
\end{align*}
\]
If we decompose \( z^0 = \sum_{i \geq 1} \sum_{j=1}^{l_i} a_i^j \phi_i^j \), the solution of (4.13) can be written as follows, for every \( t > 0 \)
\[
z = \sum_{i \geq 1} \sum_{j=1}^{l_i} a_i^j \exp(-\lambda_i t) \phi_i^j
\]
and then, from condition (4.14), we have on \( \Gamma_0 \) for each \( t > 0 \)
\[
\text{curl } z = 0 = \sum_{i \geq 1} \sum_{j=1}^{l_i} a_i^j \exp(-\lambda_i t) \text{curl } \phi_i^j.
\]
Finally, instead of condition (4.14), from the strictly increasing ordering of the eigenvalues, we have the following condition for every \( i \geq 1 \):
\[
\sum_{j=1}^{l_i} a_i^j \text{curl } \phi_i^j = 0 \quad \text{on } \Sigma_0.
\]
If now, for a fixed \( i \geq 1 \), we define
\[
\varphi = \sum_{j=1}^{l_i} a_i^j \phi_i^j \quad \text{and} \quad \nabla \pi = \sum_{j=1}^{l_i} a_i^j \nabla \pi_i^j,
\]
we deduce that, for proving Theorem 4.3 or Theorem 4.4, we only have to show that the following unique continuation property on each frequency holds.

**Lemma 4.9.** Under the hypothesis of Theorem 4.3 or Theorem 4.4. If \((\varphi, \pi, \lambda)\) is the solution of
\[
\begin{align*}
-\Delta \varphi + \nabla \pi &= \lambda \varphi & \text{in } & \Omega \\
\text{div } \varphi &= 0 & \text{in } & \Omega \\
\varphi &= 0 & \text{on } & \Gamma,
\end{align*}
\]
with the additional condition that
\[
\begin{cases}
\text{curl } \varphi = 0 & \text{if } N = 2 \\
\text{curl } \varphi = 0 & \text{if } N = 3
\end{cases}
\]
on \( \Gamma_0 \),
then
\[
\varphi = 0 \quad \text{and} \quad \pi = c t. \quad \text{in } \Omega.
\]

**4.6. Proof of Lemma 4.9 under the hypothesis of Theorem 4.4.** We take \( \varphi = \text{curl } w \). Then \(-\Delta^2 w = \lambda \Delta w \) in \( \Omega \), \( w = 0 \) on \( \Gamma^1 \), \( w \) constant on \( \Gamma^i \), \( i = 2, \ldots, K \) \( \text{and } \frac{\partial w}{\partial \nu} = 0 \) on \( \Gamma = \Gamma^1 \cup \cdots \cup \Gamma^K \). From (4.16a) we also see that on \( \Gamma \)
\[
\frac{\partial \pi}{\partial \nu} = \frac{\partial (\Delta w + \lambda w)}{\partial \tau} \quad \text{and} \quad \frac{\partial \pi}{\partial \tau} = \frac{\partial (\Delta w + \lambda w)}{\partial \nu}.
\]
Thanks to the assumed hypothesis we have \( \Delta w = 0 \) on \( \Gamma \), then (4.19) implies that \( \frac{\partial \pi}{\partial \nu} = 0 \) on \( \Gamma \). Since \( \Delta \pi = 0 \) in \( \Omega \) then \( \pi = c t \) in \( \Omega \). Using again (4.19) we obtain that \( \frac{\partial \Delta w}{\partial \nu} = 0 \) on \( \Gamma \) and then
\[
w = \frac{\partial w}{\partial \nu} = \Delta w = \frac{\partial \Delta w}{\partial \nu} = 0 \quad \text{on } \Gamma^1,
\]
and this implies that \( w = 0 \) then \( \varphi = 0 \) by Holmgren's uniqueness property. This concludes the proof of Theorem 4.4.
4.7. Proof of Lemma 4.9 under the hypothesis of Theorem 4.3.

4.7.1. Step 1. Two multiplier formulas. In order to prove Lemma 4.9 under the hypothesis of Theorem 4.3, we have to introduce two new multiplier identities for the eigenvalue problem (4.16). We state the results in a more general manner than is required in this paper, since the results have an independent interest. We recall the notation \( e : f = e_{ij}f_{ij} \) for \( e, f \) tensorial fields.

**Lemma 4.10.** Let \((\varphi, \pi)\) and \((\phi, \rho)\) be solutions to the eigenvalue problem (4.16) for the same \( \lambda \). Then \( \forall m \in W^{1,\infty}(\Omega)^N \) we have the following two formulas

\[
(4.20) \int_\Gamma (\nabla \varphi) \nu \cdot (\nabla \phi) \nu (m \cdot \nu) d\sigma = \lambda \int_\Omega \varphi \cdot \phi \text{div} m dx - \int_\Omega \nabla \varphi : \nabla \phi \text{div} m dx + \int_\Omega \nabla \varphi : \nabla (\nabla m + \nabla m^t) dx - \int_\Omega \pi \nabla \phi : \nabla m^t dx - \int_\Omega \rho \nabla \varphi : \nabla m^t dx,
\]

\[
(4.21) \int_\Omega \nabla \pi \cdot (\nabla m)^t \phi dx + \int_\Omega \nabla \rho \cdot (\nabla m)^t \phi dx = \lambda \int_\Omega \varphi \cdot (\nabla m + \nabla m^t) \phi dx + \int_\Omega \nabla \varphi : (\nabla \phi \nabla m + \nabla \nabla \phi m) dx.
\]

**Proof.** Briefly, we deduce the identities by using the multipliers \((\nabla \phi)m\) and \((\nabla \phi)m\) in (4.16) in order to obtain (4.20) and the multipliers \((\nabla m)^t \phi\) and \((\nabla m)^t \phi\) again in (4.16) to deduce (4.21). We now give the details. We multiply the pressure term in (4.16a) by \((\nabla \phi)m\) and we integrate the result by parts in \( \Omega \) to obtain

\[
(4.22) \int_\Omega \nabla \pi \cdot (\nabla \phi)m dx = \int_\Omega \frac{\partial \pi}{\partial x_i} \frac{\partial \phi_j}{\partial x_j} m_j dx + \int_\Omega \frac{\partial \phi_i}{\partial x_j} \frac{\partial m_j}{\partial x_j} dx + \int_\Gamma \frac{\partial \pi}{\partial x_i} m_j \nu_i d\sigma - \int_\Omega \pi \nabla \phi : \nabla m^t dx + \int_\Gamma \nabla \phi \nu : \nabla m^t dx,
\]

since \( \text{div} \phi = 0 \) and thanks to index change property (3.1)

\[
(4.23) (\nabla \phi)m = \frac{\partial \phi_i}{\partial x_j} m_j = \frac{\partial \phi_i}{\partial x_j} \nu_k \nu_k m_j = \frac{\partial \phi_i}{\partial x_k} \nu_j \nu_k m_j = (\nabla \phi) \nu (m \cdot \nu)
\]

and then from Proposition 4.5

\[
(\nabla \phi)m \cdot \nu = (\nabla \phi) \nu \cdot (m \cdot \nu) = \text{div} \phi (m \cdot \nu) = 0.
\]

Now, if we multiply the diffusion term in (4.16a) by \((\nabla \phi)m\) we have

\[
(4.24) \int_\Omega \Delta \varphi \cdot (\nabla \phi)m dx = \int_\Omega \frac{\partial^2 \varphi}{\partial x_i \partial x_j} \frac{\partial \phi_k}{\partial x_k} m_k dx + \int_\Omega \frac{\partial \varphi}{\partial x_j} \frac{\partial m_k}{\partial x_k} dx + \int_\Gamma \frac{\partial \varphi}{\partial x_j} \frac{\partial m_k}{\partial x_k} \nu_j d\sigma - \int_\Omega \nabla \varphi : (m \cdot \nu) \nabla \phi m dx + \int_\Gamma (\nabla \varphi) \nu \cdot (\nabla \phi)m d\sigma,
\]

\[
= - \int_\Omega \frac{\partial \varphi}{\partial x_j} \frac{\partial m_k}{\partial x_k} m_k dx - \int_\Gamma \frac{\partial \varphi}{\partial x_j} \frac{\partial m_k}{\partial x_k} \nu_j d\sigma + \int_\Omega \frac{\partial \varphi}{\partial x_j} m_k \nu_j d\sigma - \int_\Omega \nabla \varphi : (m \cdot \nu) \nabla \phi m dx + \int_\Gamma (\nabla \varphi) \nu \cdot (\nabla \phi)m d\sigma,
\]
with the notation \((m \cdot \nabla)\nabla \phi \equiv m_k \frac{\partial}{\partial x_k} \nabla \phi\). To sum up, \((4.16a)\) multiplied by \((\nabla \phi)m\) gives

\begin{equation}
\int_\Omega \nabla \phi \cdot (m \cdot \nabla)\nabla \phi \, dx + \int_\Omega \nabla \phi \cdot \nabla \phi \, m \, dx + \int_\Omega \nabla \phi \cdot \nabla \phi \, m \, dx - \int_\Gamma (\nabla \phi) \cdot (\nabla \phi) \nu \, (m \cdot \nu) \, dx - \int_\Gamma \pi \nabla \phi \cdot \nabla m \, dx = \lambda \int_\Omega \phi \cdot (\nabla \phi) m \, dx.
\end{equation}

If we add up the identity \((4.25)\) to the same one obtained by interchanging the roles of \(\phi\) and \(\phi\) we obtain the identity \((4.20)\). We have only to remark that

\[ \nabla \phi \cdot \nabla \phi \, m = \nabla \phi \cdot \nabla \phi \, m \]

to observe that

\[ \int_\Omega \phi \cdot (\nabla \phi) m \, dx + \int_\Omega (\nabla \phi) m \cdot \phi \, dx = - \int_\Omega \phi \cdot \phi \, \text{div} m \, dx \]

\[ \int_\Omega \nabla \phi \cdot (m \cdot \nabla)\nabla \phi \, dx + \int_\Omega (m \cdot \nabla)\nabla \phi \cdot \nabla \phi \, dx = - \int_\Omega \nabla \phi \cdot \nabla \phi \, \text{div} m \, dx + \int_{\Gamma} \nabla \phi \cdot (m \cdot \nu) \, d\sigma \]

and to transform the last boundary integral by proving the following relation on \(\Gamma\)

\[ \nabla \phi \cdot \nabla \phi = \frac{\partial \phi_i}{\partial x_j} \frac{\partial \phi_j}{\partial x_i} = \frac{\partial \phi_i}{\partial x_k} \nu_k \nu_k \frac{\partial \phi_j}{\partial x_j} = \frac{\partial \phi_i}{\partial x_k} \frac{\partial \phi_j}{\partial x_k} = (\nabla \phi) \nu \cdot (\nabla \phi) \nu, \]

valid thanks to the Proposition 3.1.

To prove \((4.21)\), we notice that if we multiply the diffusion term in \((4.16a)\) by \((\nabla m) \phi\) and if we integrate by parts, then we obtain

\begin{equation}
\int_\Omega \Delta \phi \cdot (\nabla m) \phi \, dx = \int_\Omega \frac{\partial^2 \phi_i}{\partial x_k} \frac{\partial m_j}{\partial x_i} \phi_j \, dx
\end{equation}

\[ = - \int_\Omega \frac{\partial^2 \phi_i}{\partial x_k} \frac{\partial m_j}{\partial x_i} \phi_j \, dx - \int_\Omega \frac{\partial \phi_i}{\partial x_k} \frac{\partial m_j}{\partial x_i} \phi_j \, dx
\]

\[ = \int_\Omega \frac{\partial^2 \phi_i}{\partial x_i} \phi_j \, dx + \int_\Omega \frac{\partial \phi_i}{\partial x_i} \phi_j \, dx + \int_\Omega \frac{\partial \phi_i}{\partial x_i} \phi_j \, dx
\]

\[ = \int_\Omega \nabla \phi \cdot \nabla \phi \, m \, dx - \int_\Omega \nabla \phi \cdot \nabla \phi \, m \, dx.
\]

Therefore, the multiplier \((\nabla m) \phi\) in \((4.16)\) gives

\begin{equation}
- \int_\Omega \nabla \phi \cdot \nabla \phi \, m \, dx + \int_\Omega \nabla \phi \cdot \nabla \phi \, m \, dx + \int_\Omega \nabla \phi \cdot \nabla \phi \, m \, dx = \lambda \int_\Omega \phi \cdot (\nabla \phi) m \, dx.
\end{equation}

By interchanging the roles of \(\phi\) and \(\phi\) we obtain an analogous formula to \((4.27)\). If we add up these two formulas, by using that (note the easy rules \(F : GH = H : G^t F = G : FH^t\) and that \(F : G = F^t : G^t\))

\[ \nabla \phi \cdot \nabla \phi \cdot m = \nabla \phi \cdot \nabla m \nabla \phi \cdot m
\]

\[ \nabla \phi \cdot \nabla m \nabla \phi \cdot m = \nabla \phi \cdot \nabla m \nabla \phi \cdot m
\]

we obtain the identity \((4.21)\). \qed
4.7.2. Step 2. A particular case in the formulas. A particular case of formulas (4.20) and (4.21) in which we are interested is the choice \( m = B(x - x^0) \), where \( B \) is a constant matrix in \( \mathbb{R}^{N \times N} \) and \( x^0 \) is a constant vector in \( \mathbb{R}^N \).

**Corollary 4.11.** Let \((\varphi, \pi)\) and \((\phi, \rho)\) be solutions to the eigenvalue problem (4.16) for the same \( \lambda \). For each matrix \( B \in \mathbb{R}^{N \times N} \) and for each \( x^0 \in \mathbb{R}^N \) we have

\[
\int_\Omega (\nabla \varphi) \cdot (\nabla \phi) ((x - x^0) \cdot B) \, dx = \int_\Omega \nabla \varphi : \nabla \phi (B + B^t) \, dx + \\
+ \lambda \int_\Omega \varphi \cdot (B + B^t) \phi \, dx - \int_\Omega \nabla \varphi : (B + B^t) \nabla \phi \, dx.
\]

\[
\int_\Omega \pi \nabla \varphi : B \, dx + \int_\Omega \rho \nabla \phi : B \, dx = \\
- \lambda \int_\Omega \varphi \cdot (B + B^t) \phi \, dx + \int_\Omega \nabla \varphi : (B + B^t) \nabla \phi \, dx.
\]

**Proof.** We take \( m = B(x - x^0) \) in (4.21). Since \( \nabla m = B \) and

\[
\int_\Omega \nabla \varphi : \nabla \phi \, B \, dx = \int_\Omega \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \phi_j}{\partial x_k} \, dx = - \int_\Omega \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \phi_j}{\partial x_k} \, dx = 0
\]

\[
\int_\Omega \nabla \varphi : B \nabla \phi \, dx = \int_\Omega \frac{\partial \varphi_i}{\partial x_j} \frac{\partial \phi_j}{\partial x_k} \, dx = - \int_\Omega \varphi_i \frac{\partial \phi_j}{\partial x_j} \frac{\partial \phi_j}{\partial x_k} \, dx = 0,
\]

we directly obtain (4.29), after noticing that

\[
\int_\Omega \nabla \pi \cdot B \phi \, dx + \int_\Omega \nabla \rho \cdot B \phi \, dx = - \int_\Omega \nabla \phi : B \, dx - \int_\Omega \rho \nabla \phi : B \, dx.
\]

On the other hand, if we multiply (4.16a) by \( \phi \) and if we integrate by parts, we obtain

\[
\int_\Omega \nabla \varphi : \nabla \phi \, dx = \lambda \int_\Omega \varphi \cdot \phi \, dx.
\]

By taking \( m = B^t(x - x^0) \) in (4.20) and by using (4.30) and (4.31) we deduce (4.28).

**Remark 10.** There are two cases where formulas (4.28) and (4.29) are simpler. The case \( B = B^t \) (skew-symmetric) and the case \( B = dI, d \in \mathbb{R}, I \) the identity matrix in \( \mathbb{R}^{N \times N} \). The case \( B = I \) in (4.28) was also treated in [30] to study the generic simplicity of the Stokes’ spectrum.

Now, we will restrict ourselves to the two and three dimensional cases. First we choose \( B = A \) where \( A \) is a skew-symmetric matrix of the form

\[
A = \begin{pmatrix} 0 & -\alpha & 0 \\ \alpha & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \text{ if } N = 2 \quad \text{and} \quad A = \begin{pmatrix} 0 & -\alpha_3 & -\alpha_2 \\ -\alpha_3 & 0 & -\alpha_1 \\ -\alpha_2 & -\alpha_1 & 0 \end{pmatrix} \text{ if } N = 3,
\]

where \( \alpha \in \mathbb{R} \) if \( N = 2 \) or \( \alpha \in \mathbb{R}^3 \) if \( N = 3 \).

From (4.29), we obtain the following orthogonality property.
Corollary 4.12. Let \((\varphi, \pi)\) and \((\phi, \rho)\) be solutions to the eigenvalue problem (4.16) for the same \(\lambda\). Then

\begin{align}
(4.33a) & \quad \int_{\Omega} \nabla \cdot \varphi \, dx + \int_{\Omega} \rho \nabla \cdot \varphi \, dx = 0 \quad \text{if} \quad N = 2 \\
(4.33b) & \quad \int_{\Omega} \nabla \cdot \varphi \, dx + \int_{\Omega} \rho \nabla \cdot \varphi \, dx = 0 \quad \text{if} \quad N = 3.
\end{align}

Now, we choose \(B = dI + A\) in (4.28) with \(d \geq 0\), \(I\) the identity matrix in \(\mathbb{R}^{N \times N}\) and \(A\) always a skew-symmetric matrix in the form (4.32). The following result is obtained.

Corollary 4.13. Let \((\varphi, \pi)\) and \((\phi, \rho)\) solutions of (4.16) for the same \(\lambda\). Then for each \(x^0 \in \mathbb{R}^N\), \(d \geq 0\) and \(\alpha \in \mathbb{R}\) if \(N = 2\) or \(\alpha \in \mathbb{R}^3\) if \(N = 3\) we have

\begin{align}
(4.34a) & \quad \int_{\Gamma} \nabla \cdot \varphi \cdot \nabla \varphi \, dx + \int_{\Omega} \nabla \cdot \varphi \, dx = 2d \int_{\Omega} \nabla \cdot \varphi \, dx \quad \text{if} \quad N = 2 \\
(4.34b) & \quad \int_{\Gamma} \nabla \cdot \varphi \cdot \nabla \varphi \, dx + \int_{\Omega} \nabla \cdot \varphi \, dx = 2d \int_{\Omega} \nabla \cdot \varphi \, dx \quad \text{if} \quad N = 3.
\end{align}

4.7.3. Step 3. Splitting the boundary. By taking \(\varphi = \phi\) in (4.34), we obtain

\begin{align}
(4.35a) & \quad \int_{\Gamma} \nabla \cdot \varphi \cdot \nabla \varphi \, dx = 2d \int_{\Omega} \nabla \cdot \varphi \, dx \quad \text{if} \quad N = 2 \\
(4.35b) & \quad \int_{\Gamma} \nabla \cdot \varphi \cdot \nabla \varphi \, dx = 2d \int_{\Omega} \nabla \cdot \varphi \, dx \quad \text{if} \quad N = 3.
\end{align}

Now, we split \(\Gamma\) as follows

\begin{align}
(4.36) & \quad \Gamma = \Gamma^+ \cup \Gamma^0 \cup \Gamma^-.
\end{align}

Since \(\Gamma^0\) satisfies the geometric condition (4.7a) of Theorem 4.3, then

\begin{align}
(4.37) & \quad \nabla \cdot \varphi = 0 \quad \text{or} \quad \nabla \cdot \varphi = 0 \quad \text{on} \quad \Gamma^0.
\end{align}

If we consider decomposition (4.36) and condition (4.37) in identity (4.35), it follows that \(d \int_{\Omega} \nabla \cdot \varphi \, dx \leq 0\) and therefore we directly obtain \(\varphi = 0\) if \(d > 0\).

The case \(d = 0\) is more complicated. Using decomposition (4.36) and condition (4.37) in (4.35) with \(d = 0\) let us only deduce that

\begin{align}
(4.38) & \quad \nabla \cdot \varphi = 0 \quad \text{or} \quad \nabla \cdot \varphi = 0 \quad \text{on} \quad \Gamma^-.
\end{align}

Nevertheless, thanks to the geometric condition (4.7b) of Theorem 4.3, we obtain that \(\nabla \cdot \varphi = 0\) or \(\nabla \cdot \varphi = 0\) on the whole \(\Gamma\). Since \(\Gamma \supseteq \Gamma^+ \cup \Gamma^0 \cup \Gamma^-\), we deduce from the previous case \((d > 0)\) that \(\varphi = 0\) in all \(\Omega\). This concludes the proof of Theorem 4.3.

Remark 11. Condition (4.37) implies (4.38) if \(d = 0\). This justifies Remark 7.
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